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Die Tagung nAsymptotic Methods of Statistics" st-~d unter. der

Leitung von I. Ibrag1mov (Leni~gr.ad) ~ J. Pfanz~91, (Köl,n) und·

H. Witting (Freiburg). Leider mußte Herr Ibr~g~ov ,seine Teil

nahme kurzfristig abs~gen.

Wie in den vergangeneri Jahren waren wieder zahlr.eiche ausländische

Gäste anwesend, so daß' viele interess~nte Diskussionen'ge-

führt werden konnten. Die thematischen ,Sc~werpunkte der Tagu~g

lassen sich durch folgende Stichworte charakterisieren:

(1) Asymptotische Entwicklu~gen, (2) nla~ge deviati~ns", (3) ASyfup~

totische Methoden der Sequentialanalyse.

In weiteren Vorträgen wurden u.a. ein~ge ·spezielle Aspekte der

Robustheit sowie nicht-parametrische Problemstellu~genuntersucht.

Zum Abschluß wurden verschiedene' Beziehu~gen'zwischengrundlegen

den Prinzipien der asymptotischen Statistik erörtert.Die Tagung

hat zu den oben, genannten, wichtigen und ~tuellen Themenkreisen
-die im Ausland zum Teil auf breiterer Basis als' in Deutschland

•• • 4

bearbeitet werden- zahlreiche Anr~gungen für weiteres wissen-
schaf,tliches Arbeiten gegeben. Darüber hinaus konnte eine Reihe. .-

wertvoller persönlicher Kontakte geknüpft werden.
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Vortragsauszüge

R. Ahmad:

~~ i~ suggested that a more, natural assumption in statistics is

·.~ial,ex.chan9'e~ility' or.' exchangeability 'instead of the usual.

'i.i.d. r.v~'structure. There is no 1055 of generality in this, and

-"moreöver by this approach one covers almost all (yes almost all!)

p~acticable problems. Contiguity,which is a concept of 'nearness'

or 'asymtotic absolute continuity',can be achieved via exchange

abitity structure. For variou.s expansions such as ~Edgeworth-type

and other stochastic expansions, it is pointed out that, perhaps,

one should employ and exploit the families of symmetric stahle, stabl~

various L-classes (cf.Khi~tchine, Levy and Urbanik), infinite

divisible dis~ributions. Some nice approx~ations can be achieved

for same distributions by considering infinite divisibilit~ class 

and this is done for example in LeCam (1960, Contiguity paper) and

Ibragimov-Linnik (1971, book). Next, sufficiency, ancillarity and

various principles are discussed. FollowingBirnbaum(1962 JASA),

Haje'k (1967, 5 th Berk. Symp.·)a~d"~~.su '(19?~., s~'nkhya), ~.:i-.tbout
assuming finiteness or ~isc~e-t::eJ:!.ess of 'sample and parameter, spaces
hut with due regard to measure-theoretic aspects, the'follo~i~g

result can be established.

Theorem: Let I, S, L, C, '* denote respectively the principles. of

invariance,sufficiency, likelihood, conditionality, and ~heir

restricted (*) versions. (i) IQ:r;* , SqS* ~ L*QI, (li) ·C~Le:..S,

,Lq1i (iii) r*andC*qL,S*andC*qLi (iv) the"essential space

structure is that of locally compact, and essentiall~ similar

results holq for asymptotic structures.

M. Akahira: AS)7I1tpt"o"t'i'c' 'Pr'o'pe"r"t"i"es' 'of' Di:'s'c'r'et:i"z'e"d' Li'ke'l'i'ho'od

Es't'irn:a't'o'r's' '(DLE"S)

Suppose that X1'X2 ' .•• 'Xn ' is a sequence of i.i.d. random variables

with a density f (x, 8 ). • Let c n be a maximum order of convergence

of consistent estimator of e. We consider a solution e n of the

discretized likelihood equation

n A. -1 n ...
E log f (Xi' e +rc ) - E log f (Xi' e) = a

i=1 n n i=1 n
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where an is chosen so tha: 6 n is asyrnptotically median unbiased

(AMU). Then the solution e n is called a discretized likelihood

estimator (DLE). If for each r,

n, _1 n
r log fex. ,6+rc )- L log fex. ,6)

i=1 1 n i=1 1 ",'

is locally monotone in 6 for alm~st all (xl'··· ,xn ), then the e

asymptotic d'istribution of DLE e attains the bound of the
t:'l

asymptotic distributions of M1U estimators of e at r. It is seen

that there is at least one estimator which attains the bourid. It

is also shown in comparison with DLE that a maximum likelihood

estirnator (MLE) is second order asyrnptotically efficient but not

third order asymptotically efficient in the regular case. Further

it is seen that the asymptotic efficiency (including higher order

cases) rnay be systemat!cally discussed by the discretized likelihood

rnethod.

w. Albers: Testing the mean of a normal population under

dependence

In testing the mean of a normal population it is well-known

that the t-test may be invalidated if the observations are

dependent. A modification of' the t~test will be considered

which has robustness of validity under m-dependence. As concerns

_ the price for this robustness, it is shown that in case of indepene

dence the modified test asymptotically requires mu 2 ,moreCl
observations than the ordinary t-test. Here Cl is the size of

the test and u
a

is the upper Cl-point of the standard normal

distribution function. It will also be demonstrated that similar

results hold for autoregressive processes. In particular, it will

be shown that the required additional number of observations under

independence again tends to mu2 , where in this case rn is the
Cl •

order of the autoregressive equat1on.
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On the multivariate Chernoff theorem

A Cherno~f type theorem is presented. for X1 ' x2 ' •. i. i. d. random vectors.

Introduce the notations: R(t) = E (e<t,x1 ». (if the expectation

does not exiat, then R(t) =+<0), p(x) =inf e-<t,x>R(t), XElRk ,
tERk

GcRk open set, p (G) = sup 'p (x) •. Suppose that one of the following
. xEG

conditions is satisfied: (1) G 16 convex, (ii) R(t) < co for Itl < E

(iii) G 1s bounded, (iv) p(G) =0, (v) p (G) =1. Then

_I X,+X2+••• +~ ,r p ( n E G) .. p(G) •

Some properties of the Chernoff function P (x) are analy~ed by

the aid of means of the convex analysis and technical details are

presented.

A.unified asymptotic presentation for different methods ofhandling

zeros and other ties for rank tests of symmetry i8 given. The

different methods of handling ties and zeros (randomization,

averaged scores, midranks, discarding zeros etc.) may be found

in, Conover '973 (JASA). The results (especially on asymptotic

relative efficiency) are similar to Behnen '976 (Ann. Statist.)'.

For example, there is a global preference of "averaging scores"

to "randomization", but no global preference of "averaging scores"

to "midranks n besides a,practical one.

P. Bickel: Robust design against autocorrelation in time

We can observe Yi(ti } = I.P1 ß. f.(t.} + E. (t.), , :a i:aN, where
J= J J 1. 1. 1. .

the Ei are jointly normal , -T:i t, :i .•• :; tN:i T and .EE i = 0,
Var E = 0 2 , COV (Ei(ti ), E.(t.» = yo2p(t.-t.) where p 'is the

i . J J 1. J 1-1
autocorrelation function of a stationary process. If t i = a(N-1)'

i = ', ••• ,N, P (t) = P, (Nt), where a and P, are fixed, we derive the
limiting behaviour of ~, Var ~, where @is the vector of least

. squares estimates'. Frorit this we derive the asymptotically optimal

design ~ (which depends on T, .P1' y) for linear regression. If we
let T"" 0 the equispaced design is found to be optimal. Numerical

results indicate the asymptotics are justified.
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Curvature ane deficiency - an exarnple

The a-trimmed mean is effieient with re~t to the ~l-estimator

with influence eurve proportional to ~(x) = max(min{K,x) ,-K).
2

In the Iocation model with shape f (x) = c·e-x /2 when lxi ~K
2' 0

and c e -Klxl+K /2 otherwise, this M-estimator is the maximum

likelihood estimator of the loeation parameter. Valid asyrnptotie

expansions are available both for the trinuned mean and for the

M-estimator. These are employed to compute deficiencies between

the estimators in a particular case. The curvature of the location

model in the sense cf Efron (1975) is also computed in this case.

E. Bolthausen: Applications of weak convergence of empirical

processes to convergence in distribution of

minimum-distance estimators

. .
Let F s be a family of continuous 1-dim. distribution functions .

where S is a k-dimensional real paramete~, and let Xi be i.r.v.

that are' distributed according to Fe ,6
0

E Rk . If F is the
o A n

empirical distribution function, estimators Sn which minimize

I1 F FAe~ 1 - id 1I are investigated, where 11 11 is seme norm on
n n . A

D [0, ,1 ]. Under suitable conditions 1D(6 -6 ) converges in. n 0

distribution ta 6 where eminimizes 11 u-< e, 9 > I1 (U Brownian

bridge)~ wher~ g(t) = (g, (t) ,~ .. ,gk(t» iS the v~ctor of f~nctions

arising from partial derivatives of the family Fa with respect 4It
tö the eomponents ,af·S.

A. Borovkov: ~Symptotically optimal tests for elose infinite

dimensional alternatives

Let (X 1 ' ... ,X ), xi.E ~ be a sample from a distribution P
dP~n Yn{x) Yn

on (~,F), ~ 1 + l.)""{I1f , where P is a given distribution,

b (n) -+00 , b (n) ~ /i1'. The hypothesis Ho :{ Yn =01 is t.ested against
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{ Yn *O}. Let On be a distribution in the set of alternatives. Then

we can cansider Yn as astochastic process. Our purpose is to find

universal optimal tests, as~ptotically independent of On. If

the set af alternatives is k-dimensional it is possible to obtain

such tests for ben) =o(In). (See Borovkov 1975, Teoria Verojata.).

In a general case this approach is not applicable. The other way

is to consider minimax tests for Gaussian limit distributions ofe Qn in the case b (n) = Iil. The derivatipn of optimal tests in a general

ease 1s based on an "invarian~e principle", which belangs ta the "~phere

of ideas of LeCam and in case n= IR was realized by Chibisov

(Sankhya, 1969). We give some generalization ofthis principle. With

the help of the "ipvariance principle" it is possible to find "the

exp~icit form of asympt. optimal test for Gaussian alternatives

(Yn converges to a Gaussian process). It shows that it is natural

to consider the tests of the form

L 1 n 2
L j =1 a j (7ii Li =1 fj"(X i » > c

where"{f.}are orthonormal. In the class of such tests different
]

asymptotically optima1 tests are constructed.

H. Braun:

·e· The pmblem pf GF when the null hypothesis is composite is considered.

A proceduce is proposed"whichavoids the usual difficulties associated

w1th estimating parameters. In the case of data occuring in groups,

it 15 suggested to test each group separately (at level alm)

using parameter estimates obtained from the entire data sets where

a ~s the desired overall level and m is the number of groups.

As m -+ CD, i t is shown that one can use the usual significance levels

appropriate to testing ~ sLmple hypothesis.

Somediscussion of the problem of decomposing the GF statistic into

components reflectipg possible heterogenity among groups was given.

In this case the natural approach is by means of the minimum
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discri.minat~i.on information statistic cf Kullback . This of course

reduces to a 1ikelihood ratio 'statistic in a suitably exponded

problem. Robust efficient estirnates can be substituted for

maximum like1ihood estimates to provide robustness of validity.

D. Chibisov: ASymptotic expansions for the distribution of

a statistic admitting a stochastio expansion

Let (Yoi 'Y1i' ... 'Ypi )' i=1, ... ,n, be i.i.d. random vectors and

-1/2 n ~
(S ,T ) = (S ,T 1, ... ,T ) =n r: '(Y "Y1" ••• 'Y ,J. Let h 1 ,h2 , ••••n -n n n np . i=1 01 1 pl

be po1ynomials of p+1 var iables and' Z = S + L n-j /2h ' (s , T )
n n j ~ 1 ) n-n

'(finite number of terms).

The problem is to obtain an asymptotic expansion of Edgeworth

type for the d.f. of Zn' i.e.. to obtain an assertion that

sup Ip{ Z < x} - 4> k(x) 1= o(n-k / 2 ) (1)
n n, .

w~th <!l k of form <!l k(x) = <!l(x) +fn-j/2Q.(x)~(x), <!l and ~
n, n,' j=1 )

being the standard normal d.f. and density.

Ik+2 2Theorem: Suppose that (I) EIYo1 < CD, E Y
01

,=0, E Y
01

:: 1;
, r 1

(11) 3 r 1 ' •• · , r p such that EI Y11 I '< CD , 1=1, •.. p and for any

term of hj(Sn'!n)' say,cs:a~ the following inequa1ity is

satisfied l~l(k;~ -l)ml ;;; j (!!!= (m1 , ••• ,mp ))' for all j=~,2, ••.

and EY11 = 0 if r 1 ~ 1., (111) The distribution of '(Yo1 ' y 11' · • • , Yp1 )

satisfies Cramer's conditian(c). Then (1) holds. e
J. Durbin: Saddle point approximations to distributions of serial

correlation coefficients and partial ser~al correlation

coefficients calculated fram residuals from Fourier series

Approximations are found· to the joint distributions' of non circular and

cireularserial correlation coefficients calculated from residuals from

regression on Fourier series. For a first definition of the non

circular coefficien~the series are eosine series and for a second
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definition theseries are sine series while for eireular series they

are sine and eosine series. The results obtained give useful ap

proximations to the general regression situation when the regressors

are slowly ehanging. It is shown that when the observations are

independent the partial . coefficient are approx~ately independently
distributed in forms that are the same for all odd-order eoefficients

and the same for even-order coeffieients. This is the pattern found

by Daniels (Biometrika 1956) for the circular coefficients in the
non-regression situation. The results were obtained by Daniels
saddle-pointapprox~ationtechnique. They are accurate to order n-1

F. Götze:

Let Q be a probability measure on the Borel sets of a separ~ble

Hi1bertspaceH with expectation zero such that the absolute moment

of the order s exlsts. Then there is a. gaussian probability

measure ~ with expectation zero and the same covariance as Q.

Suppose that the integral functions

h. (a) = I f (xn-1 /2="a) o· i •. ~ • (n-1) (dx)
l.

i=O, ••• ,n have derivatives up to the order 3 (s-2) which are

uniformly bounded on H and in nEIN. Then there exists an ~gde

worth type expansion
5-3

If(xn-1/2)o·~dx)= E. n-r / 2Pr(K) I f(x)~(dx. ) + 0(n-(s-2)/2).
r=o

Applications are made for the cas~ where f is sufficiently smooth
and to the expansion of the expectation of smootn functions of the

Ko~ogoroff-Smirnovstatistic. Finally the result is used to give

a new proof of the classical results on the existence of Edgeworth

expansions since the proof runs·.by induction on s and does not use
characteristic functions.

eh. Hipp:

Let X"X2 , ••• be a sequence of k-dimensional i.i.d. r.v's, with

mean 0 and.covariance matrix I (identi~y). Let s ~ 3, So the

integral part of s, ~d assume E IIx,I!S <00. Let On be the distribution
of S = n-1/2 r X

J
" and 'f be the formal Edgeworth expansion for Sn. Then

n j=1

~----~---
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for f n = f satisfying

(i) If(x)1 ~ M(J+II x!!s)

(ii) f has continuous derivatives naf up to order so~2

(iii) Incxf(x),l ~M(1 + 11 x HP) (p may be la!ger than ,s).

Furthermore, (*) holds for f (x) = 11 x 11 s ~' . 1/2-" (x).
'," n {li xII> «s-2) log n) J

J. Jureckova: AS-YInp't'o't'!'C" 'pr'o'pe'r"t'i'e's' 'cf" p"rö'c"e's"se's' rel:ated

't'o' M-'e's't'in\a't'e's' 'o'f' 'r'e'gr'e's's'i'cn' "p'ar"am:e't'er

For XN1' •..~ being i.i.d. random variables, the residuals

tJ, iiNi [CP(XNi+8dru ) -cP (XNi ) 1 which arise in conne.cti"on with H"':estiees

of regression parameter ß are considered as random processes with

6 as the time parameter. After a proper standardization, such pro

cesses are shown to converge weakly to the linear Gaussian process

in the case of absolutely continuous ~-function and to Wiener process

in the case of step-function~; the rate of eonvergenee is more

moderate in the second case. As an application, conslst~rtt

estimators of the funetionalJ~'(x)dF(x) and of the underlying

density value fes) at a specif~ed point s are suggested and their

asyrnptotic distributions are derived.

E. Kremer: "Approx"inl'at"e' 'and' 'l'oc'al" B"ahadu"r" 'e'ffi'ei'e'ncy 'of linear

r'ank 't'e's'ts

For linear rank' tests of the two-sample problem, the symmetry

problem, and the p~oblem of independence the concept of 'approximate

Bahadur efficien~y (BE) is developed. For a long time the utility

of the approximate approach was disregarded. But now as the main 4It
result.of the lecture the Iocal equivalence of the approximate '

and exact slopes i5 derived for general nonparametrie aIte~natives,

which shows ,the importance of the approximate concept fortreating

the exact BE of linear rank tests near the null hypothesis. This
, ,

result can be used for establishing explicit formulas:for t~e exact

loeal BE in some subelasses of alternat~ves and for proving the

optimality of special tests with regard to the local BE. The m~thods

are also applicable to linear rank tests in the k-sample problem

andto bivariate layer rank tests of independence.

                                   
                                                                                                       ©



T.L. Lai:

- 11 -

Seme aSymptetic methods in sequential analysis

It is shown that by representing the sequenc~ of t~st statistics

in terms of a random walk plus remainder; and invoking r-quick

strongs laws for the random walk (Lai, Ann. Probability 4 .(1976»

and shewing that the normalized remainder converges to 0 (r-quickly),

on can easily obt~in the asymptotic behavior of the moments of the

s~opping time for mQst sequential tests in the literature,be they based

on likelihood ratios of maximal invariants, on u-statistics, or

rank statistics, etc. As an example, the sequential t-test ise analyzed in detaiL A nonlinear renewal theory is also discussed and

1s shown to yie~d full asympto~ic expansions to the expected sample

siz-es of these sequential tests. Moreover, this nonlinear renew~l "theory

gives better numerical approximation to the error propabilities of

likelinood-ratio- type sequential tests (such as the SPRT, power~

one test, the sequential t-test).

P. Lerche: The" 'l'aw_~o'f 'the'"it;e'r'a't'e'd "l'o"g"ari'thni 'focr" J?os"t'er i"or i

"d'i's"tr"ibü't'i'o"ns and ci. 's'e'gu'en't"i"a"l' Bern's't'e'in-v.Mi"ses' theorem

e

A law of the iterated logarithm for posteriori distributions holds

true in the case, where LeCam's,conditions (Theorie asymptotique

de la decision statistique) are fulf;illed: ' It exists a constant

c , such that F (Be (co/(l09.logn)/n)c) ~·o, Pe -a.s.o x,n, 0

This law can be used"~o construct tests with power 1 in very general

situations. Limit theorems are available for the apP!oximation of

the error probabilities of such tests. One of these limit theorems

says: Consider the posteriori-distributions as sequential 'observ~tion

seqUences. Scale them in the right way, then'under the above mentioned

conditions these processes converge to the process of posteriori

distributions of Brownian motion.

R. Michel:

Let Pe If;l,e E8, where 8c:lRk 1s open, a family of p-measures.

Theorem: Assume that certain rn~ld r~gularity .conditions are ful~

f1lled and let Tn , n E~, be a sequence of asyrnptotic maximum

likelihood estimators. Then (Tn:(~) ,l~2>-(~,Tn:(~» ,e ••,l~S+2)·(~,Tn(~»)
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is asymptotically sufficient for e in the following sense: For

each e E e there ex~sts a sequence of probability densities
q~S) (.,e), n EN, over (Xn,~,Vn) satisfying the Neyrnan factorization

criterion,' i.e.
(s)" (2),. (s+2).

qn (~,~)=gn(Tn(x),ln (~,Tn(~»,···,ln (~,Tn(~»,e)hnC~)

such that for every campact subset K of e
BUp sup IpneCA)- Iq(S)'(x,e)dvn(x) r = 0(n-5 /

2 ).
e EK AEO<.,n ,An -, .

D.W. Müller: Asymp"to't'i"c"äl'ly mU'ltinomia'l' 'experi"smen'ts and the

'e'xt'e"n'-s'it>n 'o'i' 'a" 't'he'o"r'em 'o'f' Wa'ld •~et t n be a sequence of e~periments (:!,lt'Pe .n:6 E 0); let
x" ... ,xn be i.i.d. observations from same Pe .n • Given a measurable

partition (A, , ••• ,Ak .n) of ~ replace the original sample by.n n
the vector of frequencies (f'.n, ..• ,fkn.n). We assume that for
n~oo the measures Pe •n da not separate completely. For finite 0

a necessary and sufficient candition for the existence of approxi

mately sufficient partitions fulfillung ~~ffPe.n(Aj.n)le,j,n} > 0 i5
given: it says: for small Ö >oand AC:~ s.t. Pe.n(A) > 1 - Ö,

the conditional exper~ents given XiEA (i=1, ••• ,n) become close
to gn (in the sense of LeCam' s notion of deficiency) as n -+ 00. For

n
a~bitrary e this conditian has ta be replaced by a "uniform" version.

Then a Wald type approx~ation theorem holds for Pe •n being

distributions on the real line having monotone likelihood ratio

"!'l.r. to P":T.n=P
T

.. : e~ admits a sequence of approximately suff~cient

nondegenerating partitions. As a consequence, if in some locally

nonparametrie situation n~probable events do not contain.much

information R
, it admits a finite dtmensional Gaussian approxtmatione

U. Müller-Funk: ' A Wi'e'ne'r'-"pr'o'c'e's's' 'a'p'pr"ox"imat'i'on r"e'l'a'te'd to

S'. P. lt. 'T. ;.. type, tests.

A Wiener-approx~ation to a sequence of processes on the function

space C [0, m) is considered. These processes are based on· a

sequence ofreal-valued statistics that admit a decomposition

into a sum of i.i.d. random variables plus a remainder term

which is supposed to tend to zero a.s. at a smooth rate

over some parametrized class of distributions. This result is

applied to linear signed rank statistics as weIl as to U-statistics
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in order .to derive asymptotic expressions for the OC- and the

ASN curve under alternatives near the hypothesis (of tests which

are formal analogues to t~e Wald S. P.R. T.) •

Since the introduction of the concept of Bahadur effic1ency in

hypothesis testing the interest in large deviations has increased.

In the present paper the connections between the classical theorems.

4It0f Sanovand Chernoff are discussed and some new results are obtained.
Special attenion. is paid t~ the multinomial approximations and the

limitations of this approach. A natural application 1s for test

statistics based on Kullback-Leibler information numbers of

emp1rieal distributions with respect to the null hypothesis set,

which after suitable modification have optimal Bahadur slope

for all alternative distributions.

Th. Pfaff:

Let (X,OU be a measurable space,vlOC a o-finite measure and

{Ps la: a E Sl a family of p.-measures dominated by v (OL where e

is an open subset of ~k. Under s~itable ~egularity conditions

it 1s possible to prove that for a sequenee of maximum likelihood

estimators for the parameter S, {a. : n EIN},for all suffieientlyn
large numbers a > 0 and for every m > 0 and every eompact K c e
there exist numbers K(m,K,a) > 0 and N(m,a) EIN such that for all

4Itn ;: N(m,a) we have
(Am a) . Sup Pe n[nm/aH e -s li m ] ~ K (m~K,a) •

, eEK.· n.
The conditions a~it the application to fami~ies with several

loeation parameters and (or) seale parametersfulfill1ng weak

assumptions. The estimation (Am,2) is the essential tool in proving

asymptotic expansions of moments, such as

/2 m (i .) (i.) r /2 /2
P~ [nm J.~l (e J - e J)] = L n -v h + 0 (n-r ),

n v=o v

if there exists a stochastic expansion of the random vector
/li(a -a).n
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J. 'Pfanzagl:
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On certain 2nd order efficient nonparametrie procedures

A minimum contrast functional K:1' + IRIn is defined by P(f(.,K(P») =
min{P(f(.,t»·1 tE~m}.It is sho~ that K(~) -with ~ being the

empirical probability distribution - is second order efficient in the

following sense :If {F (t ) > o} is the critical region cf level
-1/2 n 0 . X

a + o(n ) for the hypothesis KO(P) =to ' obta1ned from· K(~)

byasymptotic standardizatiqn and ~n(to) any sequence of critical

funetions of level a + 0(n-1/ 2 ) for this hypothesis, then
p n ( <p (K (P ) - 6 n -1/2) ) ~ pn {F (K (P ) _ /). n -1/2) > o} + 0 (n-1/2)

o n 0 0 0 n 0 0
provided the farnily ~is sufficiently large. ~

As a corollary one obtains the second order efficiency of tests base~

on the maximum likelihood estirnator for estimating the parameter of any

parametrie family Fe ,.8 E e ClR
k with e open, and the second order

efficieney of tests based on minimum contrast estimators for minimum

contrast functiqnals on nonpararnetric familiesof probability measures.

From this,corresponding optimum properties of asyrnptotically median

unbiased estimators are obtained which improve earlier results 'of

Levit (Theor. Ver. 1975).

B.L.S.P. Rao: On 'some 'probl"ellls' 'öf 'inference "for Markov proeesses

A survey cf same recent results obtained' by the author in the area
. .

of parametrie as weIl as nonparametrie est~ation for diserete time

stationary Markov processes is presented.' Properties of density

estimators for discrete time stationary Markov processes using

delta-sequences are discussed. In' the area of par.ametrie estimation

results on r~tes of convergence of Bernstein - von Mises approximati~

and asyrqptotic equivalence of Bayes and maximum likelihood estimtors.

are mentioned. These results generalize same recent results of Walter

and Blum (1976), Hipp und Michel (1971), and .Strasser (1977) for i.i.d.
. .

random variables. The following theorem is proved for density estimators

for Markov processes {X , n ~ 1} satisfying Doeblin's condition. Wen
assume that the process is stationary and the initial distribution

is the stationary distribution. Let fex) be the densi~y of the stationazy

distribution. A sequence" {am} of Loo(R) is said to be of positive type

a>o, if3A, B>o such that (i) 11- 1.
A
B

ö (x)dx 1= a(m-a ), (ii') ö (x) ~o,m m
m ~1, xER, (iii) sup{j0m(x)I:lxl ~ m-a} =o(m~a) ~nd {iv) il.o:nlloo "'m.
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On estimat'ors of 'the mode
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,.. 2
Theorem 1: If f E Lip (I\) for same 0 < A ~ 1 , then sup E (fnm (x) -f (x) )

-1 -2aA xeR
~ comn +c, m where eo'c, are eonstants independent afn.

It is mentioned that one can show that Bayes estimators ßn and minimum

contrast estimators an satisfy!ßn-anl ~ekn-' in the parametrie case

under suitable regularity cqnditions. These results generalize th~se

of Strasser (1977).

~ L. Rüschendorf:

"The Chernoff estimator or the mode is generalized to the k-d~. case

and in the eontext the problem of determining the distribution bf

a random variable which maximizes a Wiener process with k-dimensional

unbounded time is stressed.

In the more regular case a general type of kernel estimator with

kernels'approaching the o-funetion is considered and some asymp~otic

properties of these estimators and of the corresponding estimators of

the mode are proven. "Th~ results hold also true in the ~-mixing cas~.

F.H. Ruymgaart: Some' "asp·e'ct·s· "Öf' "l'arge 'devi"at'iön' probabilities and

curved' "expÖ'nen't"i'a'I' -fam:i'l"i'e 5

Suppose we are given a sample of size N from a curved exponential

family determined by a curve r~{e(t},t E [0,(0) } in' the natural para

meter space 8, with e (0) = 0 Eint (8). Our interest is in testing

_ Ho:t = 0(i.e. 8=0) versus H,:t >o(i.e.8E r~{o}). We shall restrict

• attention t·o tests of asymptotic size a E (0, 1/2) that have closed "

convex acceptance regions CNfC, C closed convex. The criterion of

comparison will be the' behaviour of ~-1 log PrJer'ror type II} for

large Nunder a fixed alternative. We call a sequence of the tests

just described of Type (a) if int (C) * (J, and of type (b) if all C
N

are bounded and C ~·{o}. Typically, locally most powerful, tes~are

of type (a) and so are likelihood ratio.. tests (over r) for certain

curves r. The extended likelihood ratio tests (over e ), however, are of

type (h). The following theorem is nothing but an illustration of the

"first heuristic principle" formulated in Brown -(1971; Ann.Math.Statis~.
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Theorem: Let {~} be any sequence of type (a) and {BN} any sequence

of type (h). Then we have

liminf ( ~ log Pe(XE~) - ~ log Pe(XEBN » ~o,
N~oo

for each e E (r -{oll nA
c .

S. Schach:

A generalization of a theorem of Behnen about local asymptotic

unbiasedness of two-sample rank-order-tests is given. From this

gener. it 1s deIlved . that,except for location problems, linear

rank tests cannot behave in ~ sat'isf,"~manner.-'" Hence a new

class of nonparametrie tests 1s investigated. These tests essentially

rest on reduction :by invariance. Thelr test -statistics are 4It
functions of the ranks and of certain values of' the'emp~'distr. fete

and therefore require certain multivariate score-gen. functions.

'Monotonicity conditions for such functions are established, which

ensure that the corresponding tests are unbiased and consis~ant

for their respective alternatives and asymp. optimal for suitable

subclasses of contiguous alternatives. Finally, these results are

applicated to sorne problems in compar·ing variances.
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In the context of life testing procedures,censoring,truncation and

progress'ive censoring schemes are often adapted to limit experi

mentation from cost and time considerations. In this context,the

parametrie procedures usually involve a partial sequence of linear

combinations of functions.of order statistics. Also rank procedures

involve a partial sequence of censored rank statistics. The basic idea

is to represent such a partial sequence in termsofamartingale plus

remainder term ~onverging ~t a faster rate)and then use some in

variance principles for such martingales to have parallel results

for the basic sequence.Complications due to staggering entry

and random withdrawals and also concomitant variates can also be

taken care of by using weak convergence to appropriate Brownian sheet

processes.

Let X be a random variable _wit;.h p.(X > 9) .= 1 and distr~bution function

F. The Lorenz-curve is defined by . \l"F-
1o

}1 [ ] (t)F-1 (t')dt, the Gini
o a,a

-1" } 1coefficient by K = ~ F. 0 - (2t-1) F- (t) dt (JJ.
F

= EX, a ~ a ~ 1). These

parameters are special cases of parameters of type~. = Q2/Q1' where

qk = 1I k (tlF-
1

(tldt, k = 1,2. To estimate these class of parameters,

define Q(n) := 1 ~ a~k) X k 1 2
k n i=l 1n in' = , ·

Theorem 1 Under certain smoothness conditions on the a~k)and F we
1D

with

have for
(n) .

A Q2
q)n := Q(n)

1
2 1 1

T := J J (SAt -
o 0

st) I (s)I (t)dF-1 (t)dF-1 (s) and I
~ ~ ~

. 2
T

2"
q,

-= 1 2- <pI 1 •

Theorem 2 Under the conditions"mentioned in Th. we have with

n-l
r (.!"i_!i) (i) Ci} (X ) (n n 2 9n -n gn n n ;~.l-Xn 1" Xn J"+l-X .)i,j=l n " , .. --r. ,. , n,J
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2a str0!19l y consistent estimate for T ,,(9 (t) := 1 2 (t) - ~nl1 (t) ) •
I'\(n) 'n

From Th. 2 we der1ve tha:~n'~~ N(O,l), which can be used for
, Tn

asymptotic conf1dence 1ntervals for ~.

Finally, ~ef1ne Q~n) (a) . :=·1 Ik(a,t)F~1.(t)~t, k 1,2 and consfder

. the empirical ratio process
, ,Q,J.n.> (,.)

R : = Iii ( ~ '<p (. ) ) ,
n . Q~n) (.)

where ~(a) := q2(a)! q,(a). P~ssibilities for the proof of weak

convergence of Rn to·a Gaussian limit process are discussed.

J. Ste1nebach: 'Expone'ot"lal" 'c'onver'cleJlc'e 'r'at"e's' "elf" 'l'ar"ge' "deviat'ion
, 'probabi'11't'l'e"s' 'i'Jl, 't'he' mu"l"t'id'imen"s'i'on'a"l "c"a'se

,Let'{W~~n=1,2~ ••• denote a sequence 9f "k-d~ens10nal random vectors
on a,probabl1ity space' (n,~,p) and'{k } -1 2' b~ a sequence ofn n- , , •••
~sltive real n~rs with kn -.. ClD (n'" ClO). Using moment-generating
function techniques two theorems are proven on the existence of
11m!ts p (A) =. 11m [p (W E k A)] '1/kn for certain subsets A C: rak •n-HO n n, ,
The flrst theorem ,18 concerned"with sets A of the form A = x +"C,
where C 18 a cone in Rk and x 18 a f~xed vector~ and the second
theorem deals with the existence'ofp (A) for complements A of

~unded subsets of R
k ." Both theor~s ean ~ediately be applied

to partial sumes of independent, identically distributed random

vectors with finite mament:-9'enerati:n9 functions"

'.

Consider the class of se~ences of asymptotically s~11~r critical

regions .cf the form' {Sn> 01, n EN, where the test-statisti<:: sn
admits a eertaln stochast1c expansion. It is shown _,that fo~ s:uch

test-sequences first order efficl~ncy implies second order efficiency
" -1/2(i.e. effic1ency up to an error term o'(n ). Moreover, the

asymptotlc power functions(under loeal alternatives) of first
order efficient test-sequence~ are determined up to an error term
o(n-1), and a class of critical regions i8 specified which is

, -1
minimal essentially co~plete up to o(n ).
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W. Wefe lmeyer : ""A "thi"rd" 'o'rder ·O"p·t"imwn property "o"f the ffiaJtimwn

lfkel"ihöo"d 'est"inra"tor

Let e(n)denote the maximum likelihood estimator of a vector para

meter, based on an i.i.d. sample of size n. The class of estimators

e (n) + -1 (6 (n) ) . h . .
n q ",W1t q runn1ng .through a class of sufficiently

smooth functions, is essentially complete in the ~oilowing 'sense:

FO~ every estimator T(n} there exists a function q such ~hat the

risk of the corrected maximUm likelihood estimator e(n)+ n- 1q(S(n»

e"xceeds the risk ~f T (n) by an amount of order 0 (n-1) at most, .

simultaneously for all lass functions which are symmetrie, bowl
* . (n) -1 * (n)5haped and bounded. If q 15 chosen such that e + n q (8 )

is unbiased up to o(n-1 / 2 ), then this estimator minimizes the riskup

to an amount of "order o(n-1 ) in the elass of all estimators whieh

are unbiased up to o(n-1/ 2 ). The results are obtained under the

assumption that the estimators admit stochastic expansions and that

either their distributions have -roughly speaking- densities with

respeet to ~he Lebesgue measure, or the lass functions are

suffieiently smooth.

J(s)ds

1 , 2 , 3 and hELq •The"or"em: Let

If either

(i) 1 <p~~ and s~p 11 JN Hp <~, or

(ii) {P = 1 and J N, N=1,2,3, •.• } uniformly integrable,then
t

~ ... 0 for N ... 00, with prob. 1. If moreover, r JoN(s)ds" ... f

for J E Land all t E (0, 1) than 0 0
o p

Let u1 'U2 ' .•• be i.i.d uniform R(O,l) random variables defined

on a single prob. space, U1 : N < U2 : N < ••••••• < UN : N the ordered

U1 ' ••• 'UN • We have Borel functions J
N

: (0,1) ~ IR, h: (0,1) ~ IR.

Define ~ (t) :;= h"(U [Nt ]+1 :N ) for t E (0,1) and

1
~ := J JN(t) {~(t)-p(t)}dt.

o

~p:>~,~ + ~ = 1, J N ELp ' N

1 1
f JN(t)hN(t)dt ... f J(t)h(t)dt
o 0

with prob. 1. This theorem generalizes parts of the results in

Wellner AS 5 (1 977)_

u. Müller-Funk~ W. Schäfer (Freiburg)                                   
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