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Tagunegsberichdt 14/1984

Order Statistics, Quantile Processes and Extreme Value Theory

25.3. bis 31.3.1984

Die Tagung fand unter der Leitung von Herrn R.-D. ReiB (Siegen)

und Herrn W.R. van Zwet (Leiden) statt. In den insgesamt 34. Vortrigen

wurde fast die gesamte Breite der drei verschiedenen, sich zum
Teil iliberschneidenden Themenkreise angesprochen.

Als thematische Schwerpunkte der Tagung sind (a) Grenzwertsidtze
fir Differenzen von Ordnungsstatistiken, (b) Schitzverfahren

in den Schwidnzen einer Verteilung, (c) Regressions-Quantile in
linearen Modellen, (d) starke Approximationen von empirischen
Prozessen und Quantil-Prozessen und (e) Grenzwertsitze fiir
Maxima von Zufallsvariablen zu nennen. Von verschiedenen Seiten
wurden Problemstellungen im Zusammenhang mit Funktionen von
Ordnungsstatistiken angesprochen, wobei das zentrale Gebiet der
L-Statistiken mehr sporadisch als systematisch behandelt wurde.
Neben neueren Ansédtzen wie in (a) und (b) waren in den Vortrigen
als wesentliche Tendenzen die Entwicklung von verfeinerten
Approximationsmethoden und die Behandlung von klassischen Frage-
stellungen unter abgeschwichten Modellannahmen zu erkennen.

Die Tagung hat es insbesondere ermdglicht, zwischen Wissen-~
schaftlern, die auf benachbarten Gebieten arbeiten, einen
engeren Kontakt zu kniipfen, wobei die einzigartige Atmosphire
des Mathematischen Forschungsinstituts Oberwolfach ganz ent-
scheidend dazu beigetragen hat.
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- Program for monday, march 26

Morning session

Chairman: V. Mammitzsch -

09.00: Order statistics in finite sets of non~iid variables
H.A. David
09.40: Strong limiting bounds for maximal spacings

o P. Deheuvels

11.00: An improved Erdos-Rényi strong law for moving quantiles
J. Steinebach

11.30: Local time of the empirical and quantile process

P. Révész

Afternoon session

Chairman: H.A. David
16.00: Estimating tails of probability distributions

16.50: On estimation of large quantiles
D.D. Boos

17.40: Berry-Esseen theorems for the kernel guantile estimator
M. Falk
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Program for tuesday, march 27

Morning session

Chairman: R. L. Smith

09.00: Point processes of exceedances with clustering
M.R. Leadbetter

09.50: Extremes of moving averages

H. Rootzén

11.00: Optimal prediction of extremes and level crossings in

Gausslian processes G. Lindgren

11.40: Extreme values of non- stationary sequences

J. Hiisler

Afternoon session

Chairman: W. Stute

16.00: Properties of order statistics under outlier -

_generating models
. U. Gather

16.40: On asymptotic normality of Hill's estimator for the
. index of regular variation

17.15: Order statistics in insurance mathematics
J.L. Teugels

17.45: Order statistics and symmetric functions
L. Riischendorf
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- Program for wednesday, march 28

Morning session

Chairman: J.L. Teugels

09.00: Asymptotic theory for generalized L-statistics
R. Helmers
.. - .09.50: Asymptotics for uniform spacings
C.A.J. Klaassen

10.20: Higher order asymptotics for statistics based on
uniform spacings
R.J.M.M. Does -

11.15: A multivariate two sample test based on the number
of nearest neighbor-type coincidences
N. Henze
11.45: Good news and bad news on nonparametric density and
' regression function estimate

L. Gyorfi
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Program for thursday, maréh 29

Morning session

Chairman: H. E. Daniels

09.00: A new approximation for empirical and quantile processes I.

(weighted processes)
M. Csbrgd

09.50: A new approximation for empirical and. quantile processes

(processes indexed by classes of
functions)
D.M.Mason

11.00: A new approximation for empirical and quantile processes III.
(applications to fine structure of
partial sums)

S. Csdrgd

11.55: The limit behaviour of the maximum of random variables

with applications to outlier resistance
R. Mathar.

Afternoon session

Chairman: M. Csdrgd

16.00: Some remarks on multivariate empirical processes
F.H. Ruymgaart

16.40: Some open questions in quantile processes for linear mode.I
R. Koenker

17.40: Some open questions in quantile processes for linear models II
- G.W. Bassett
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Program for friday, march 30

Morning session

Chairman: R. Helmers

09.00: Records from an improving population
L.de Haan

09.40: Rates of convergences to the extreme value distributions
A.A. Balkema.

10.40: Bivariate extremes: Basics and model-building
J. Tiago de Oliveira

11.20: On the distribution of M-estimators

H. Dinges
Afternoon session
Chairman: J. Tiago de Oliveira
16.00: A test for a change-point Y. Mittal

16.40: Limit distributions for extreme order statistics in the
non-identically distributed case

D. Mejzler

17.40: The maximum of a random walk whose mean path has a maximum

H.E. Daniels
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Abstracts

A.A. BALKEMA

Rates of convergences to the extreme value distributions’

=X
Assume that F lies in the domain of attraction of A(x) = e © ’

and set § = sup ]Fn(anx+ b ) - Ax) |. Then'égé-o for some choice
‘ of norming constants a, and bn' Choosing an'and bn optimal, thé

difference Fn(anx+ bn) - A(x) will have three extremes of
alternating sign of the same magnitude.

By the standard representation Xn = f(Un) with £ nondecreaéing;
U1,Uz,... iid from A, one can derive rate of convergence results ’
by introducing the curvature a(u) = f"(h)/f'(u).

This research has been done in collaboration with L. de Haan

und S. Resnick.

G.W. BASSETT, R. KOENKER : . . . s

Some open questions in quantile processes for linear models

Noting that the sample quantiles may be obtained as M-estimates
with the p function pg(t)= o|t|*+ (1-0)|t]|” we have suggesteéd
p-dimensional analogues of the sample quantiles for the linear

. model which solve min E Pg(y;~%;b) for b€RP. Letting solutions
to this problem be Ben1;1an associated quantile function may be
defined as an(e) = inf{§b|b€Ben}. We show that properly normalized
versions of this empirical quantile function have fiﬁiée dimensional
distributions of the Brownian Bridge for linear models with iid.
errors. A Glivenko-Cantelli result is also proved. Some questions

regarding conditions for and rates of convergence are raised and

some problems regarding applications are also discussed. T
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D.D. BOOS ) h

On estimation of large quantiles

1

Weissman (1978, JASA) suggested quantile estimators np of F~ (p)

based on the joint limiting distribution of the k largest order
statistics. The talk focuses on the asymptotic distribution of np
under three different limiting schemes. For practical choice of

k, the CLT approach based on k/n-+ a>0 gives the most insight.

M. CSURGY, S. CSORGY, D.M. MASON

A new approximation for émpirical' and quantile procggses'

Let U1,U2,... be a sequence of independent uniform (0,1) random

variables and for each n> 1 let !.l1 n < ...< Un
r

n denote the order
’ .
statistics based on the first n uniform (0,1) random variables.
Also let G, denote the empirical distribution function based on

U1""'Un and let Un(s) = Ui, when (i-1)/n<s<i/n fo; ‘i=1,...,n

n
denote the corresponding empirical. quantile function basea on these
random variables. Finally, let an(s) = /n(Gn(s)-s) and Bn(s) =
/n(s-Un(s)) for 0< s< 1 denote the uniform empirical and quantile
processes. A probability space- is constfucted éarrying' a sequence

of independent uniform (0,1) random variables and a séqu'ence of

Brownian Bridges Bn,n=1,2,..., such that the following inequa_lity

holds:
P{ sup |B (é)—Bn(s) Izn'vz(a log d+ x)} < be™¥
0<s<d/n n R
and
Pp{ sup IBn(-S)—Bn(S) | > n~1/2 (@ log d+ x)} < be” ¥
1-d/n<s<1 ‘ , ,

whenever n <d<n and 0<x< d1/2‘, where n,,a,b and c are suitably

chosen positive constants.
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These two inequalities lead to two important facts. On the prbba-

bility space that we have constructed for all 0<v<1/4

o= 4 1/2=v -V,
sup ja_(s) - B_(s)|/(s(1-s)) =0_(n""),
o<s<1 ! n 4 P
where B (s) = B (s) if 1/n<'s< 1-1/n and zero otherwise; whereas
for all 0<v<1/2 '
sup |8, (s) = B (8) | /(s(1-s)) /2 V=0 (™).
1/(n+1) <s<n/(n+1) . _ p

These last two parts appear to have wide ranging application in
probability and statistics. We mention just a few of these here.
The important Chibisov-0O'Reilly and the Jaeschke-Eicker theorems
together with generalizations of Rényi-type results are easy cén—
sequences. On addition, very general approximations for the empi-
rical and quantile processeé ihdexed by classes of funcfions are
obtained, which in turn_éive weak convergence results for the

empirical moment generating function, empirical Hall, moment and

_generalized mean function processes together with a simple proba-

bilistic proof of the sufficiency of the normal convergence critérion.
Also these two facﬁs are important tools in the study 6f the fine -
structure of the limiting distributional behavior of partial

sums of independent identically distributed random variables. We
would like to mention that this was a three part talk given by

the undersigned three authors describing work done jointly with

Lajos Horvath (Szeged), who was invited to participate in this

conference, but was unable to attend.

o



H.E. DANIELS -

The maximum of a random walk whose mean path has a maximum

The joint idistribution of tﬁe maximum and ‘the time at which it

is attained is discussed. In a commom type of problem - e.q.

the maximum number of infectives present during the course of

an epidemic - the problem reduces to one of diffusion in the

presence of a parabolic boundary %b(t-to)z, b > 0. This leads .

to a certain integral equation

-4 - ? .
éF(u+v)e (v/2) (utv/2) 7—2ﬂ§ =1

which was solved by T. Skyrme in the form

- i
F(x) = 271/3 /6 1 | e ds
1

Applying this to the case of a Brownian Bridge on (O,T),

this leads to the following results with « = N'/3 b2/3(t°-t).

Marginal density of m:f (m) = ‘/mtTT:t_T exp (m"f‘-_t)—
. (<] o ' [<] <]
{m-lN-1/6, b-1/3}2{1+0(N-1/3)}) where A = 2 [F'(k)F(-k)dk -

o«©

S)®F(K)F(-k)dk = .995. Marginal density of k: f£(k) = |

-—C0

2F(K)F(-|<){1+0(N'1/3)}.Conditional density of m|k: . .

f(m]k) = /———(—-—-Hnto TT_to exp (- W}‘Tt;)' (m-n-1/6 b'1/3u(:<)}2{1_+o(N'1/3)})

where
e e
u(k) = (1-T—°)v(.»<) + Tv(-K),
V(K) = F'(K)/F(K) - 1/2 x2

(N is a "typical” time on the original scale - e.g. the
time at the maximum of an epidemic and m = N-VZ max on the original

scale) .
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H.A. DAVID

Order statistics in infinite sets of non-iid variates

An attempt is made to systematize the tréatment of order statistics
ar1s1ng from non-iid variates X1,...,X . After a rev1ew of the main
approaches available, spec1a1 emphasis is given to the case where
the X's are independent non-ldentlcally distributed (1n1d). Th1§A
situation is motivated by (a) k-out-of-n systems 6f uﬁiike‘in-
dependently failing components (Proschan) and {b) robustness against
an outlier. Some new results are obtained for (b). Attention‘is also
drawn to some 15 articles concerned with finite sets of non-iid

variates.

P. DEHEUVELS

Limiting results for maximal spacings

Let O = Uo,n< U1,n< ceee < Un,n< 1= Un+1,n»be the order statl;tlcs of

[

iid random variables, uniformly distributed on5(0,1). Definerfbr

1<K<n the k-th maximalhx-spacing as the k-th maximum Mén) of

the sequence {U, yi=K,...,n+1},

i,n Ui-K n
The following results have been obtained for Mén) log n ‘is the

p-th iterated log.

’ a) Weak laws. Let K> 1 be fixed, and also k>1. Then, for any uem,

oF

(n)

lim P{n Mk
’

n->eo

- log.n - (k-1)1log,n+ log{ (K~1) t}<u}= e™® { Z —r—-}

b) Strong laws. Let K> 1 be fixed, then: o N

ann% - log n- (K—1)logzn .
lim inf L = 0, lim sup () = 2.a.s.
e Iog,n T e F TR

c) Strong laws. Let K = K,>1 be non-decreasing and such that

Kn = o(log n), Knﬁ-m. Then

Deutsche @
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(n)

lim — 1K
nve (K-1)log (129D

n M - log n

=1 av.s.

d) An evaluation is also given for K, = [c log n]l. Here b,c,d
corresponds to a joint work with Luc Devroye to appear in the
Z. Wahrscheinlichkeitstheor. Verw. Geb.,awill appear in the pro-

ceedings of the Pannonian Symposium, Bad Tatzmannsdorf, 1983. .

Consider now the non-uniform case. Assume that x1,x2,... is
an iid sequence with density £> O on (A,B) and O otherwise.

Let then the order statistics be X1’n< xz’n< eee < xn,n and put
A = max (X.
n 1<i<n-1 i+1,n
obtained.

- X; ,)- The following strong bounds have been
14 . -

e) Assume that -=<A<B<+® and that, for x €(a,B),£(x;) > o
and f(xo) < f£(x) for any x€ (A,B). Assume also that f(x) - f(xo) ~

r
Clx-x_|" as x*x_. Then we have

nAnf (xo) -log n

1 1 nAnf (xo) -log n
- — = lim inf y 2= == lim sup a.s.
r e log,n : r nNow log,n |
£) If we assume -=<A< B< +w, then the limiting behavior of X .
—_— . - ’

characterises the limiting behavior of AL if X L€ 7(G) , where

’
G=A, G =°a or G = wa’ a >1. The corresponding limiting laws and
strong bounds are given in precise form, with examplés such as

the Gaussian law. e is due to appear in the Annals of Probability.

H. DINGES

On the distribution of M-estimators

If Qn has a distribution close to N{(u ,%02) for large n, then for

any smooth T(-) with positive derivative also Pn:=T(Qn) is

Deutsche
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approximately normally distributed. In many classical cases

there exists a (unique!) normalizing transformation A(.), ‘i.e. a
transformation which makes A(Qn) very similar to N(O,%). This

was made precise and exemplified in the lecture. In particular the
concepts of skewness and excess got a specification which applies
to M-estimators of location (being "strongly normél" in the

sense of the talk). Furthermore la:geAdeviation results-eitenaing
Cramer's result (1938) were mentioned. The technique behind the
investigation is the saddle point method exploited by H. Daniels

in quite similar situations.

R. DOES

Higher order asymptotics for statistics based on uniform spacings

Let U1,U2;... be a seqﬁence of independent uniform (0,1) random

varla})les. For n=1,2,...,U0,,,<U, <...<U . denote the ordered

U1,U2,...,Un. Let Uo:n==0 and Un+1:n= 1. Uniform spacings are

defined by D, for j=1,2,...,n+ 1. Let g:[0,®) + R

n=uj:n- Uj-1:n

be a fixed nonlinear measurable function and define statistics Tn by

nt1
* =
*) T, ‘E_g((nﬂ)Djn)
j=1
Statistics of this form can be used for testing uniformity. It
is well-known that suitably normalized T, are asymptotically
normally distributed under quite general conditions.
The aim of this talk is to discuss.the problems of obtaining

Berry-Esseen bounds of the order n~ /2

and establishing Edgeworth
expansions with remainder O(n-1) for statistics of the form (*).-

This work is joint with R. Helmers and C.A.J. Klaassen.
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M. FALK

Berry-Esseen theorems for the kernel quantile estimator

Several Berry-Esseen type theorems are established for the

kernel estimator of the underlying g-quantile. These results

make it possible to compare the kernel estimator with the

sample g-quantile on the basis of their covering probabilities

of symmetric intervals. Lower bounds for the relative deficiencies .
of the empirical g-quantile with respect to the kernel estimator

are established.

U. GATHER

Properties of order statistics under outlier-generating models

The most usual outlier-generating distribution models for
real-valued r.v.'s X1,...,xn are presented. These are the
Identified-Outliers-Model'(HI), the Ferguson-type model (HF), the
Exchangeable model (Hp), the Mixture model (Hy) and the Labeiled
model (H ) (cf. Barnett, Lewis (1978)).

It is shown that the distributions of the order statistics

(x

,...,Xn n) under the models H H and HE are equal.
r

I’ °F
Moreover, the above distribution-models are studied with respect

1,n

to their degree of 'outlier-proneness' which is defined in terms .

of the limit behaviour of P{X X > e} or P{X >1+¢}

n,n_ “n-1,n n,n/xn-1,n
for € > O, n+ =, generalizing notions of Green (1976). '

L. GYORFI

Good news and bad news on nonparametric density and regression

function estimate

For a density f and sample size n let I, denote the L, error of

a density estimate.

Deutsche
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(i) If a >0, a + O and estimates £ are given then there exists

f such that
E In -
lim sup

n-»w n

thus an arbitrary bad rate of convergence can be achleved.
(11)Con51der the histogram f, for parameters h such that hn*-o,
nh: +o(d is the dimension). For each f and for each €>0

there exists ng such that

ez > e}f_exp(acezn) for each n>n_,

where ¢ is a universal constant.

Similar properties can be shown for the L, error of regression

1
function estimation.

L. DE HAAN

Records from an improving population
A parametric and a non-parametric model are proposed for the

limiting behaviour of records from a sequence (Xi+bi)i 51 where

x1,x2...'are iid random variables and (bi)i an increasing

>1

sequence of constants.

E. HAUSLER

On_asymptotic normality of Hill's estimator for the index of

regular variation

Let F be a distribution function with regularly varying upper tail,
i.e. assume 1- F(x) = x "L(x) with &> 0 and a function L which ‘is

slowly varying at infinity. Consider iid observations 51152,..{‘

Deutsche - )
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distributed according to F, and let g1-n""'£n-n denote the

order statistics based on 51,...,§n. It is known that averages

(n)_ 1

of the extreme data 5k,n,...,gn,n of the form H "'= ¢ z l°g€n+1-i'n-
s : i=1 :

logg are consistent estimators of % provided that

n-k:n

k = k(n)+>> and k = o(n). Asymptotic normality, however, is present

for /k(Hén)— &) only for sequences k = k(n) which converge to

infinity slowly enough. We give a condition which can be used to .

determine these sequences if some prior knowlege about L is available.

R. HELMERS

Asymptotic theory for generalized. L-statistics

kecently.generalized L-statistics were introduced'ﬁy R.J. Serfling.

The class of these‘statistics is quite large. It includes U-statistics,
linear functions of order statistics and many other statistics

of interest. Generalized L-statistics can be viewed as L-functionals
of the empirical df of U-statistic structure. This representation

was used by Silverman (1983) and Serfling (1984) to prove asymptotic
normality for generalized L-statistics. We supplement their re-

sults by deriving an exponential bound and some Glivenko-Cantelli

type theorems for the empirical df of U-statistic structure and

a strong law as well as a Berry-Esseen bound for generalized .
L-statistics. As an application the asymptotic behaviour of the
bootstrap approximation for generalized L-statistics is examined.

This work is joint with P. Janssen and R.J. Serfling.

N. HENZE

A multivariate two sample test based on the number of nearest

neighbor-type coincidences

For independent s-variate samples'x1,..;,xn iid~f£(x),¥q,000,¥

Deutsche
Forschungsgemeinschaft ©



oF

Deutsche

- 11 -

iid~g(x), where the densities f(*) and g(¢) are assumed to be

continuous on their respective sets of positivity, consider the

number Tm n of points Z of the pooled sample (which are either
1

of type 'X' or of type 'Y') such that the nearest neighbor of 2z

m_,T'

is of the same type as 2. We show that, as m,n+ «, e

0<T<1, £(+)=g(+), lim Var (y—i— Ton) = o%(1,s), independently

of £(*). An omnibus test for the two sample problem 'E(*) = g(*)

or f(-)# g(+)?" may be obtained by rejecting the hypothesis

£(°) = g(*) for large values of T _.
; ! m,n

J. HUSLER

Extreme values of non-stationary sequences

The ¢onditions used to generalize the extreme value theory for
stationary random sequences to non-stationary sequences are
discussed ‘with respect to sufficiency and néceésity. We mention
some limit results as the convergence to nbn—degenerate limit
distributions for maxima and the Poisson-like-behaviour of

‘the exceedances. Related to the local dependence wé discuss

the extremal index with respect to non-stationary random
sequences or moving boundaries. Finally we state some results
on the normalization of maxima for a raﬁdbm sequence which con-
sists of a stationary random sequence and a deterministic trend

sequence.

C.A.J. KLAASSEN

Asymptotics for uniform spacings -

For statistics based on uniform k-spacings a limit theorem will .

be derived. The method relies on a characterization of these

statistics as conditional statistics. The technique used is

Forschungsgemeinschaft
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applicable more generally; namely to those conditional statistics,
for which a mild regularity condition is satisfied on the density

of the quantity one conditions on.

M.R. LEADBETTER

Point processes of exceedances with clustering

It is known that under appropriate "long range" and "local"
dependence conditions, the central results for classical extreme
value theory remain true for dependent (stationary) sequences.

In particular under the conditions "D(un)" (a distribgtional
mixing condition) and “D'(un)" (a local dependence restricition)
the asymptotic distributions of the maximum of extreme order
statistics are the same as if the sequence were iid with the

same marginal df. Here we investigate the effect of relaxing

the condition D', noting that the distribution of the maximum is
essentially unchanged (at least as far as its distributional type)
whereas the distributions of extreme order statistics are altered
in a specific way. This is shown through a study of the convergence
properties of the point processes of high level exceedances,

which become Poisson when D'(u) holds, but involve clustering

(compounding) when D' is relaxed.

G. LINDGREN

Optimal prediction of extremes and level crossings in Gaussian

processes

One sometimes wants to predict (in advance!) upcrossings of a
critical level u by a stationary Gaussian process X(t), using

data Y(t)eIRp available at time t, jointly stationary and Gaussian

DF Deutsche . .
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with X(t). The "optimal” predictor studied'in the talk, uses

'E(X(t+h)|Y(t)) and the exbected

the mean square predictor X, (t+h) -

E(X' (t+h) |Y(t),X(t+h) = u)

(conditional) growth rate Zt(t+h)

(here h> o is any fixed quantity). Let ozx.y = V(x(t+h)|Y?t)),
Uxu%xy==v(x'(t+h)IX(t+h),Y(t)i be the residual variances,and

define Y(x) = @(x) + x®(x) from the standard normal density'and
distribution. function. ‘
The optimal alarm policy gives alarm at time t for an ubcrdsSing

at time t+h if-

~ ‘ 2 -~
u-X, (t+h) © - 2, (t+h) Oy
(—s5——) < 2 log ¥(z ) + 2 log XXX 4 g,
Xoy . x'*xy - Xey .

where Ky is a éonstant "of your choice". It is shown Fhat this
alarm has the best possible detection probability undér the ré-
striction of a fixedbtotal alarm time.

‘The optimal alarm was compared to the naive alarm which gives:

alarm for an upcrossing if

s 2
u-xT(t+h)

) <Ky

cx-y
and it was shown that the optimal alarm locates the correct time

of the upcrossings more pPrecisely and at an earlier stage than the

naive alarm, which has a tendency to give late alarms.

R. MATHAR

The limit behaviour of the maximum of random Qafiables with appli-

cations to outlier resistance

We consider degenerate limit laws for the sequence {X_ '}

n,n" n€lN of
successive maxima of identically distributed random variables.

o®
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It turns out that the concentration of X = for large n can be

, ‘
determined in terms of a tail ratio of the underlying distribution
function F. Applications to the outlier-behaviour of probability

distributions are given.

D. MEJZLER

Limit distributions for extreme order statistics in the non- ‘

~identically distributed case

Let X;,...,X be independent random variables and let X, <...<X

nn
be the corresponding order statistics. Let F; be the distri-

bution function (df) of X; and let F, = be the 4f of Xy ¢ Where

kn
k = k(n) is a function of n (1<k<n), which satisfies the con-
ditions

(*)  k+*= p=n-k>>, p/n>0.

Let S* be the class of all df's H(x), that have the following
property: .
There exists a sequence of random variables Xn with corresponding
df's F.,a numerical sequence bn and positive integers k(n), that
satisfy the fbllowing conditions:
a) Fkn(x+bn) + H(x) . .
b) The sequence k(n) satisfies conditions (*), and

/p(n+1) - /p(ny+o.

c) For every x>H = inf{x:H(x) > 0} we have

min F.(x+bh)*'1.
1<i<n

d) The sequence'{bn};{(p(n)) are related in the following way:

If for some integer-valued function m = m(n)

bn,,_m'bn"sl(o(B(w)l s . . n

then p(n+m) /p(n) + 1.
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Théorem: The proper df H belongs to the class S* if and only if

it is of the form )
’ 1 ulx)y

5
H(x) = 72—11_ e-_ff /2 dt,

where u(x) is a concave function on (H,x).

Y. MITTAL

A test for a change point

Let x1,...,xn be iid with distribution F and with mean u = O.

It is possible that '3 v, 1< v< n such that U= ... = “;é'o but
Hy4q= =+ =H, = 1>0, say. If so then v is called a change point.
Based on n observations x1,...,xn(n fixed) we first want to

determine if there is a change point and if yes, to estimate it.

Under the null hypothesis that there is no‘chapge point, the
locations L,,...,L, of the top K (K<<n) maxima and 11,.;.,ik
of the lowest k minima will be asymptotically independent uniform

on 1,2,...,n. We test HO:Fn= G, by the Kolmogorov-Smiénov test where

F, and G are the empirical distribution functions of'{Li} and

'{1;} respectively. If the null hypothesis is rejected then we

estimate v and study the propertiesAof this estimaforvas well

as the power of the test against various other alternatives.

P. REVESZ

Local time of the empirica; and quanéile processv

ﬁét Ut’Uz"" be a éequence of independent uniform (0,1) r.v.'s.
Let Fn(x) belfhe'gmpirical distribution and 0< U <Up.p< onn

< Un:n< ; be the ordered sample based on the sample U1,U2,...,Un.

Forschungsgemeinschaft . © @
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1 .
Let an(x) =n /Z(Fn(x)-x) be the empirical process. The r.v.y =
F#{k:1<k<n, o (U)o (U ., . ,) <0} is called the local time of a .
Let {K(x,t), 0<x<1, t>0} be a Kiefer process. The process n(t) =

: 1 -
1igizl{x:0§x§1, t 1/2|K(x,t)lie} is called the local time of K.
€

(Here X is the Lebesgue measure and the existence of the involved

a.s. limit is proved.) The following invariance principle is pre-
sented.

Intn) = "2y | = o@™/4*€) a.s.

for any € >0. As an application of this theorem one can prove,

for example,

lim sup 'n = o a.s
T TosToa s = .S.
T - n log log n V2

The same theorems are true if we consider instead of the uniform
law an arbitrary continuous distribution or instead of the

empirical process the quantile process.

H. ROOTZEN

Extremes of moving averages

Let xt= Zxcxzt+l be an (infinite) moving average of iid r.v.'s

'{ZA}. A rather complete account of the behaviour of extremes of

{xt} is given for the case when the tails of the innovations are
. T p )

of the form P{Z)‘>z}~k z%~ %2, for some a, p>O0.

L. RUSCHENDORF

Order statistics and symmetric functions

We extend the markov property of order statistics to general
underlyipg distributions and show that the distribution of

order statistics has the MTP2 property. In the second pait of

Deutsche
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| the talk we prove a representation of symmetric functions by
typical symmetric functions. This result generalizes the well
known Schmidt-Mercer result for functions of two variables.
As application we derive a sufficient condition for the symmetric

completeness of a class of product measures.

F.H. RUYMGAART

‘ Some remarks on multivariate empirical processes

Consider the empirical process based on a sample from the uniform

distribution over the d-dimensional unit cube. In joint work with

Einmahl (Nijmegen) and Wellner (Seattle) it has been shown that
the O'Reilly (1974) characterization of‘weak convergence of the
weighted empirical process holds true in the multivariate case,

\ both when the process is indexed by points and when it is indexed
by rectangles. Similar results were obtained by Alexander (1982).
A result due to Cshki (1974 - 1980) on the a.s. convergence of
the empirical process weighted by its variance (for d = 1) has
been generalized by Einmahl to arbitrary dimensions. Eventually
some results on the modulus of continuity of the mﬁltivariate

~empirical process were mentioned.

R.L. SMITH

Estimating tails of probability distributions

This talk is concerned with estimatigg a distribution function F
in its extreme upper. (or lower) Eai1,~base§ on a sample of inde-
pendent observations from F.

Many authors have proposed estimators based on the laxgeﬁt (of
smallest) k 6rder statistics from 5 sample of.size n. In most
cases k = k(n) *« as n -, However, even now not much is known

about the "optimal" choice of k(n).

DF Deutsche
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In my talk I concentrate on the case 1- F(y) = y CL(y) for

o> 0 and L slowly varying at ®. Results of Hall (1982), based

on an estimator of Hill (1975), are extended by the case of a
~general L satisfying a "slow variation with remainder" condition.
My viewpoint differs from Hall's (and Hiusler's at this meeting)
in that it is not k(n) which is fixed but the threshold level Xp:

thus k(n) is the random number of exceedances of X - A central

limit theorem is stated, from which one can determine the optimal
choice of x_.

n
This is still not a practical result, as the optimal X, depends
on higher-order terms which are unknown. In the final part of
my talk I suggest an empirical choice of xn.basedion an idea
of Pickands (1975). I conjecture that this achieves the optimal

~ -
rate of convergence of a to a.

J. . STEINEBACH *

An improved Erdds-Rényi strong'law for moving quantilds

Consider a sequence U1,Uz}... of independent, uniformly (O,1)-
distributed random variables. For fixed a€(0,1), let Ua(n,K)
denote the [Kal-th order statistic of the subsample U, .,...,U .,

0<n<N-K
the following analogue of the Erdds-Rényi (1970) law of large

and set M (N,K)= max U (n,K), 1<K<N. Book and Truax (1976) proved‘
numbers. For a<u<i and C, = Ca(u)~suCh that exp(-1/C ) = (u/a)®
((1-u)/(1-a)) '™%, it holds

(*) lim Ma(N,[Calpg N]) = u a.s.
N+

In view of the Deheuvels-Devroye (1983) improvements of the original

Erdés-Rényi strong law, we show that the best possible convergence

Deutsche
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rate in (*) is of order O((log N log log N). Using the quantile
transformation, this result can be extended to a general sequence
x1,x2,... of iid r.v.'s with df. F satisfying a strict monotonicity

condition.

J. TEUGELS

Order statistics in insurance mathematics

More and more the actuary is facing situations where large claims
upset the statistical procedures on which he used to base his

decisions concerning premium, type of reinsurance, retention, etc.

We survey the acturial literature for information on large claims.
We postulate a specific form for the claim size distribution and _
investigate its consequences. Special attention is given to rein-

surance. N

J. TIAGO DE OLIVEIRA

Bivariate extremes: Basics and model-building

The limiting distributions of pairs of maxima of iid samples
'{(xi,Yi)} are described. As the margins must be wa,A or Oa only
the case is considered where they are A(x) and A(y), denoted
by A(x,y). From the stability equation A{x,y) = Ak(x+lpg k,y+ log k),
k0,it follows that A(x,y) = exp{~(e ¥+ e ¥)k(y-x)},k(+) being
called the dependence function. The Boqle-Fréchet inequality
together with the stability equation imply A(x)A(y) s A(x,y)
s min{A(x),A(y)}. Necessary and sufficient conditions ior'k(-)
such that A(x,y) is a proper and non-degenerate df are given.
Necessary and sufficient conditions fof attraction to the inde-

pendence case (k(w) = 1) and the diagonal case (Prob{y=X}=1,
max(1,ew)

1+ ew
correlation coefficients are given.

k(w) = ) are given. References to regression and
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The mix-technique and the max-technique of generating bivariate
models of extremes are described.
Finally the question of a non-parametric estimation of k(°),

within the set of dependence functions is raised.

Berichterstatter: R.-D. Reiss
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