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Medical Statistics: Multivariate Models for
Longitudinal Data

19.2. - 25.2.1995

The conference was organized by Martin Schumacher (Freiburg; Ger­
many) and Niels Keiding (Kebenhavn; Denmark). There were 37 partic­
ipants from Great Britain, Germany, The Netherlands, Sweden,
Switzerland, Denmark. Norway, France, USA, Taiwan and Australia.
Longitudinal data arise in many different situations whenever the
dynamic of a process is of interest or time afflicts certain associations.
Repeated assessment over time of one or multiple outcome variables
and/or covariates calls for models which take into account the various
dependencies among the obtained measurements and with time. The
29 presentations of this conference were mainly concerned with two dif­
ferent kinds of longitudinal data: In the first part of the conference the
majority of presentations dealt with models for multivariate outcome var­
iables that are measured at several occasions: marginal models, GEE,
graphical models for conditional associations and independence, ran­
dom effects models. In the second part situations were considered
where the outcome variables are times to certain events. Special
emphasis is put on modelling of multivariate failure times, time-depend-.
ent covariates and confounders, frailty models for correlated or time­
dependent frailties and recent developments in causal inference in
structural nested failure time models.
Application of the statistical methods was iIIustrated using various
examples from clinical and epidemiological research.
The fruitful and encouraging discussions at this conference have cer­
tainly inspired future international collaboration and new research activ­
ities.
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Abstracts

Garrett Fitzmaurice (Oxford; Great Britain)

A Likelihood·Based AQproach for Analysing Longitudinal

Binary Responses

We discuss a likelihood-based method for analysing longitudinal
binary responses based on a log·linear representation of the joint
probabilities of the binary responses. We foeus on "marginal models"
in which the marginal expeetation of the response variable is related
to a set of covariates. The association between binary responses is
considered to be a nuisanee characteristie of the data and is modelled
in terms of conditional log odds-ratios. One important advantage of
this "mixed parameterization" is that the maximum likelihood esti­
mates ofthe marginal mean parameters are robust to misspecification
of the time dependenee. We describe an iterative two-stage procedure
for obtaining the maximum likelihood estimates when there are
incomplete or missing responses. '!\vo examples are presented to illus­
trate this methodology.

EdgarBrunner(Göttingen,Germany)

Nonparametrie Methods for Longitudinal Data

Parametrie models for longitudinal data have been studied exten­
sively in literature. With the exception of rank methods that have
been applied to some special semiparametric models, areal nonpara- _
metrie approach to longitudinal data does not exist. Based on sorne ..
recent theoretieal results on the asymptotie distribution of linear rank
statisties for independent veetors (Brunner & Denker; 1994), sorne
ideas to develop nonparametrie proeedures for such data shall be
introdueed in this paper. The hypotheses are fonnulated in terms of
the distribution functions (Akritas & Arnold; 1994) and pure rank
tests are derived to test these hypotheses where the general asymp-
totie results (Akritas & Brunner; 1995) are applied to special models
für longitudinal data. Since no eontinuity ofthe distribution funetions
is assumed, the proposed proeedures ean also be applied to pure ordi·
nal data such as quality seales, e.g. The proeedures are also designed
for an unequal number of replications at eaeh time point per subjeet.
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Approximations for small sampIes are shortly discussed and the
results are supported by a simulation study. The application of the
proposed procedures is demonstrated by some worked out examples
and the statements for the computation of the statistics by the SAS­
procedure PROC MIXED are given.

Rolf Meinert (Mainz; Germany)

Time-Varying Covariates in Cross-Sectional Studies

Besides information on current exposure- and disease status, some­
times additional data on prior exposure status is also gathered in
cross-sectional studies. There are several ways how to adjust for expo­
sure status at different points in time in a regression model. However,
careful interpretation of the resulting estimates taking into account a
detailed consideration of the possible exposure patterns is· necessa~
In addition, ifchanges in exposure are caused by the occurrence ofthe
disease, then adjusting for multiple measurements of exposure can
givemisleading results. A regression analysis on dummy variables
describing possible patterns of changes in exposure is proposed as an
alternative approach. This approach is equivalent to the incorporation
of interaction terms between different exposure measurements but
the resulting estimates have a simpler interpretation. The above con­
siderations are illustrated with data from a study on the relationship
between bronchial hyperreactivity in children and maternal smoking.

Hans van Houwelingen (Leiden; The Netherlands)

Fitting Normal-Mixture-Random-Ef[ects Models to Repeated

Non-Normal Measures

The EM-algorithm for fitting normal models to non-normal (longitudi­
nal) data involves integration over high-dimensional spaces. In the
talk approximative methods will be discussed based on normal
approximations for the posterior densities that playa role in the EM­
algorithm.
An example will be discussed of dichotomous follow-up data from a
randomized clinical trial. It will be shown that the approximations
yield reasonable results that enable the comparison of different mod­
els and give some insight in the hidden covariance structure.
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Werner Vach (Freiburg; Germany)

ARemark on the Preconditions for Using the GEE A/lproach in

Analysing Longitudinal Studies

Let (Yit, Xit ) (t=l, ... , Ti, i=l,... , n) be pairs of measurements of a cov­
ariate and an outcome variable for n individuals at Ti time points.
Often the interest is in the parameters of the marginal regression
models

A first approach is to estimate the parameters by a cross-sectional
analysis. The GEE approach promises a more efficient estimation by
incorporating assumptions on the dependencies among the outcome
variables. However, this approach requires that

If the true law generating the data is a Markov process, one can show
that this condition is not satisfied in the case of time dependent cov­
ariates. We present some results on the asymptotic bias implied by
this type ofviolation (joint work with U Grömping and K Schulz).

Juni Palmgren (Stockholm; Sweden)

Regression Models far Bivariate Binary Outcomes

BACKGROUND: A discrete time survival model is used for analysing
data from the Helsinki Invalid Foundation Hospital on time from hip
operation to possible failure ofhip prosthesis. Hips were replaced both
unilaterally and bilaterally. The analysis is driven by prior indication
that different failure mechanisms may operate for the left and the
right hip and that unilateral and bilateral arthroplasties may differ.
Both person-specific and hip-specific covariates are involved.
THE MODEL: For the bilaterally treated patients a bivariate binary
response is specified for hips at risk at the start of a time interval.
Effects of covariates are addressed through logistic linear models for
the marginal failure probabilities and a log linear model for the odds
ratio. For the unilaterally operated patients one response is treated as
missing.
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LIKELIHOOD INFERENCE: The parameterisation constitutes the
mixed parameterisation for a distribution belonging to the exponen­
tial family. Likelihood equations are set up using the connection
between the multinomial and Poisson distributions.

Douglas Altman (London; Great Britain)

Regression Modelling ofCurved Relationships Using Fractional

Polynomials

In regression models continuous variables are usuaIly entered
untransformed and represented as having a straight-line relationship
with the outcome variable. The most common approach to exami_ne
possible curvature is polynomial regression, but this method has weIl­
recognised difficulties, notably inflexibility, a propensity to produee
artefacts, and the inability to model relations with asymptotes.
These problems ean be largely overeome by the use of an extended
family of polynomials known as fractional polynomials (Royston &
Altman; 1994). Fractional polynomial models are similar to eonven­
tional polynomials in that the model eomprises powers of X, but non­
integer and negative powers (and log X) are allowed. In general a
fixed set of eandidate powers is considered, and the method involves
evaluating the devianees of a11 models with a single power term, then
with two tenns, and so on.
These models ean be used in any regression eontext. Various issues
related to model ehoiee are diseussed, and several examples are pre­
sented. Special eonsideration is given to the ease of multiple covan.­
ates.
Fraetional polynomials usually give better fit than eonventional poly­
nomials, often with fewer terms in the model. They offer a flexible sys­
tem of simple parametrie models ofwide applieabilit~
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Patrick Royston (London; Great Britain)

Parametrie Methods for GalculatingAge-Specific Reference

Gentiles trom Longitudinal Data

The problem of calculating two types of reference centiles from a few
serial measurements on many individuals is considered. The context
is the screening of fetuses for poor growth according to ultrasound
measurements of fetal size. A simple linearizing approach is proposed
whereby apower transform Z of the response variable (for example,
estimated fetal weight) is linear in a monotonie function X of age. A
suitable time transformation on X is a fractional polynomial. The dis­
tribution of Z is estimated by using a random-coefficients regression
model with predictor X. This model determines both the unconditional
centiles of fetal size at a given gestational age, and, of particular elini­
eal reference, the distribution of present size conditional on size at
"earlier ages. The latter allows the clinician to assess whether the
growth of the fetus is within normal limits for the population. The
method is applied to a study of 113 pregnancies in which each woman
was scanned up to 5 times by ultrasonography:

Theo Gasser (Zürich; Switzerland)

Application ofStructural Analysis ofGurves to Human Growth

Most regression methodology deals with single curves and not with
sampIes of curves (or regression problems), as is frequent in biomedi­
eal applications. 'Ib avoid artificial parametrie models, non-parametric
approaches would be desirable. Before doing any further analysis of
the curves, they are aligned to a common dynamic (in growth, com­
mon maturational pace). This is done by estimating nonlinear mono­
tone shift funetions, determined by structural features common to a11
curves, such as extrema and inflection points. Afterwards curves ean
be averaged or treated in any other feasible way. Applications to longi­
tudinal growth data show the potential of this method, in particular
for bringing out fine structure in the data.
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Ludwig Fahrmeir (München; Germany)

Varying Coefficient Models. Roughness penalties and Gibbs

Sampling for Event History Analysis

Varying coefficient - or dynamle - models for duration data with multi­
ple states or risks a110w simultaneous mode11ing and estimation of
baseline hazards and time-varying effects in a flexible way. The focus
is on diserete duration times, as they appear for example for unem­
ployment duration in the German Soeio-Economie Panel. For estima­
tion two approaches are used: a) Penalized likelihood estimation,
plaeing a roughness penalty on the sequenee of time-varying parame­
ters, thereby enforcing smooth variation. Various algorithmic solu­
tions are available, e.g., KaIman-type smoothing. b) Baye~.i~n

posterior analysis, where a smoothner prior is imposed. Inference is
possible via Markov ehain Monte Carlo methods, e.g., Gibbs sampling.
The methods are applied to analyse data on duration of unemploy­
ment, revealing signifieant time-varying effects of eovariates such as
sex, nationality and age.

Uwe Feldmann (Homburg / Saar; Germany)

Linear Structural Regression CLISREGJ

A multivariate regression model is suggested satisfying the proper­
ties: (i) a11 observable variables are subjeet to random errors, (ii) each
observable variable ean be predicted by means of the others, (iii)
residual analysis deeomposes the sampIe spaee into loeation and
residual points, and, (iv) maximum likelihood as weIl as parameter
estimation through moment and order statisties is feasible.
The concept of linear struetural regression (LISREG) aims to combine
the advantages of the multivariate regression model, for instance the
predictability between observed variables, the identifiably and inter­
pretability of a11 model parameters, with the advantages ofthe linear
structural relationship (LISREL, Jöreskog, 1978) model, for instance
the handling of straight linear relationships and the randomness of
a11 observed variables. Linear structural regression avoids the concept
of conditional expectations.
An one factorial error-in-the-variables regression model is established
where a11 observed variables are assumed to be random. Eaeh observ­
able variable is predictable by means of the others simultaneously.
Colinearities and straight linear relationships of the data are allowed
in this approach. Structural variables are introduced which are the
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analog to latent variables in the structural relationship modeloffering
unique algebraic equations for the determination of the structural
regression parameters and for model identification.
Maximum likelihood parameter estimation as weIl as parameter esti­
mation via the moment method and order statistics are introduced.
The latter leads to a median estimate of the model parameters which
differs substantially from the least median of squares approach, pro­
posed by Rousseeuw & Leroy (Psychometrika, 1987). It anows for a
real robust multivariate data analysis.
The statistical properties of bivariate structural regression will be
briefly discussed. A surprising result may be, that the structural
regression parameter estimate is just the ratio of the standard devia­
tions of the observable variables. This simple and useful estimate
should be rediscovered for its presentation in statistical textbooks, see
Freedman et a1. (1978; p 122).

Norman Breslow (Seattle; USA)

Correcting the Bias in Penalized Quasi-Likelihood and Laplace

Approximation Estimates in Generalized Linear Mixed Models

Penalized Quasi Likelihood (PQL) is an approximate method for infer­
ence in generalized linear mixed models that may be motivated by
first making a Laplace approximation to the likelihood that arises
from integrating out the (normally distributed) random effects. Its
principal advantage is that it may be implemented via repeated calls
to standard procedures for REML estimation in normal theory mixed
models, recalculating the working vector and GLM iterated weights at
each cycle of iteration. After motivating the procedure by the problem
of creating a map of smoothed lip cancer incidence rates for the 56
counties of Scotland, this talk discusses the biases that arise from
application 10 binary outcome data and some possible methods of cor­
recting them. Applications include a longitudinal study of respiratory
disease in Indonesian children and a complicated experiment involv­
ing the mating of different species of Salamander.
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Raymond Carroll (College Station; USA)

Asymototics orthe SIMEX Estimator in Nonlinear Measurement

Error Models

The SIMEX estimator of Caok & Stefanski (JASA, 1994) has been
advertised as a general purpose method for correcting the bias caused
by measurement errar in the predictor. The meth~d is computation­
ally complex, relying on a mixture of simulation and extrapolation,
and takes -400 times as mueh computation as standard estimators.
This makes such methods as the bootstrap difficult to implement, and
in any ease it is not known if the estimator is normally distributed
asymptotically. We provide a simple almost trivial proof of normality:
The proof is extended to praetically important variants of the meth­
ods.

Svend Kreiner (Kebenhavn; Denmark)

Graphical Modelling ofData trom Panel Studies: Analysis of

Conditional Homoeeneity

Test statisties extending the usual test statisties for marginal homo­
geneity of repeated discrete measurements to test for conditional
homogeneity are suggested. Their use in connection with graphieal
modelling of multivariate repeated measurements where the condi­
tioning variables are given by collapsibility properties that may' be
read off the independence graph is illustrated by reanalysis of data
from the Framingham Heart Study:

Nanny Wermuth (Mainz; Germany)

A Longitudinal Study ofChild Deuelopment - Some Analyses

and Interpretation witk Graphical Chain Models

The lecture consisted of three parts. An introduction to graphical
chain models ia given by presenting examples of different situations
with three and four variables. A further example of a large longitudi­
nal study and same first analyses are presented to investigate the
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question of early determinants ofpositive or negative development of
young children regarding motoric, cognitive and socio-emotional
aspects of development. Finally a theorem is presented and proven by
which conditional associations and independencies may be directly
read off a given directed acyclic graph, which describes a generating
process for data.

James Robins (Boston; USA)

Causal Inference (rom Longitudinal Studies

The subject-specific data from a longitudinal study consist of astring
. of numbers. Calculations are performed on these strings and causal

inferences drawn. Since the computer algorithms are well-defined
mathematical objects, it is important to provide formal mathematical
definitions for the sentences expressing the investigators' causal
inferences.
In 1986, I proposed a fonnal theory of counterfactual causal inference
that extended Rubin's theory of longitudinal studies. This talk sum­
marizes recent developments in this theory.
In this theory, under the assumption of sequential randomization
(equivalently, no unmeasured confounders) the causal effect of a time
dependent treatment is non-parametrically identified by the G-com­
putation algorithm formula. However, the G-computation algorithm
fonnula requires one to evaluate high-dimensional integrals. Th over­
come this difficulty, I propose inverse probability of censoring
weighted estimators and G-estimators of structural nested models to
estimate causal effects. The relationship of these new methods to
those based on the G-computation algorithm are discussed. The effect
of aerosolized pentamidine on survival of AIDS patients in an AIDS
randomized trial is estimated using the proposed methods.

Jürgen Läuter (Magdeburg; Germany)

Stahle Statistical Inference under the One-Factor Structure

In the lecture the one-factor model is used for multivariate compari­
sons and for problems of discriminant, regression, and factor analysis.

- The one-factor model serves thestabilization of high-dimensional­
decisions, especially in eases with highly correlated variables. It is
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suitable for problems of longitudinal data analysis. The theory is
based on the Bayesian approach. The results are different from the
usua} strategies of multivariate analysis which lead to ill-conditioned
equations. In the calculus of the one-factor model, the p-dimensional
inference attains an efficiency that is close to the efficiency of the
underlying univariate situation (Läuter, 1992).
The one-factor model and same other stable methods have a great
importance for the analysis of clinical studies with multiple end­
points. In the lecture high-effective statistical tests are treated which
keep strict1y the prescribed type I error rate a for an arbitrary covari­
anee structure (not only for one-factor structures).

Per Kragh Andersen (KBbenhavn; Denmark)

Frailty Models (or Multivariate Survival Data

Dur starting point is a study of survival among adoptive children and,
on one hand, the survival among their biological parents and, on the
other hand, the survival among their adaptive parents. Th analyse
these data we consider a gamma-frailty model for counting processes.
Estimation in the model via the EM-algorithm is studied and we sug­
gest using the non-parametric infonnation matrix 10 obtain variance
estimates for the parameter estimates. Some generalisations of the
model inspired by the correlated frailty model (Yashin, Vaupel,
Iaehine, Math Pop Stud, 1994) are outlined.

Chao Agnes Hsiung (Taipei; Taiwan)

An Efticient Estimator (or Proportional Hazards Models with

Frailties

Proportional hazards models with time dependent frailties are con­
structed by glueing together classical proportional hazards models for
counting processes, 'which include the frailty proportional hazards
models in Nielsen et a1. (1992) and Holt & Prentice (1974) as special
cases. A regular efficient estimator for the relative risk coefficient is
obtained. The theory is applied 10 discuss a matched-pair data of
remission lengths of leukaemia patients. A simulation study is also
presented.
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Gab; Schulgen (Freiburg; Germany)

Anplication orMultistate Models in the Analysis or Occurrence

and Impact orNosocomial Infections

Statisticalmethods for multistate models (Andersen et al., 1993) will
be applied to construct scoring systems for hospital-acquired pneumo­
nia and sepsis for patients in intensive care units (leU), taking into
account 'competing events' as death and discharge. The predictive
value of the scores is derived by (nonparametnc) estimation of the
transition probabilities (Aalen & Johansen, Scand J Stat, 1978).
Within the concept of 'predictive causality' (Arjas & Eerola, J Stat
Plan Inf, 1993) the prediction process can be studied with respect to
different patient histories, time of prediction aod prediction interval.
The impact of nosocomial infections on mortality and duration of leu
stay is evaluated within the same model. '!\vo estimators for the pro­
longation ofhospital stay will be proposed whieh are functionals ofthe
transition probabilities in multistate models. Results will be com­
pared to same ad-hoc approaches.
The methods are illustrated using data from a cohort study on 756
patients admitted to two different leUs at the University Hospital in
Freiburg.

Odd O. Aalen (Oslai Norway)

. Estimating Incidence orHN Intection Using Information on

Times orAIDS Diagnosis and Times ofHIV Diagnosis

Backcalculation of HIV incidence rates has tr~ditional1ybeen based
on the reported times of AIDS diagnoses. Recently, backcalculation
procedures have been extended to make use of information on the e,
times of HIV diagnosis, that is the time of an individual's first positive
RN test, for reported AIDS eases. An approach based on a simple
Markov chain model will be discussed here. This model allows the
causal influences of events to be considered. In discrete time the likeli-
hood of the observed data ean be computed by iteration, even though
the Markov model is not homogeneous over time.
Estimation ofHIV incidence and prediction will be illustrated on data
for England and Wales. In order to judge the combined effect of sam­
pling variation and model uneertainty, a scheme is proposed for com­
bined resampling from the data (bootstrapping) and from a set_ of _
possible models.
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lan James (Murdochi Western Australia)

On GEE and Multivariate (Cluster) Survival

We consider the use ofgeneralized estimating equations (GEE) "ror the
analysis of multivariate (cluster) survival data with specified para­
metric marginal distributions. 8egal and Neuhaus (Stat Med, 1993)
proposed an interesting synthesis of the Poisson likelihood fOrDlula­
tion of Aitkin and Clayton aod GEE with a patterned correlation
structure to facilitate computation using readily available software.
However, this approach imposes correlation essentially on the censor­
ing indicators rather than the survival times and ean be unstable as a
result. A more direct GEE approach with approximations to the corre­
lation structure is proposed. (Work in progress with M 8egal and J
Neuhaus, UCSF).

Thomas Scheike (KBbenhavni Denmark)

Modelling Longitudinal Data through Marked Point Processes

We present a general framework for the modelling of longitudinal .
data with random measurement times based on marked point proc­
esses. We construct quite general regression models for longitudinal
data, which may in particular include both non-informative censoring
that only depend on the past and outside random variation, and
informative censoring that depends on the unobserved current meas­
urement as weIl. The modelling also generalises statistical counting
process models. We present a non-parametric Nadarya-Watson kernel
estimator of the regression function, and a parametrie analysis that is
based on a conditionalleast squares (CLS) criterion. We conclude that
the usual non-parametric and parametrie regression modelling ean be
applied to this general set-up, with same smaH modifications. The pre­
sented framework provides an easily implemented and powerful taol
for model building for repeated measurements.
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Dankmar Böhning (Berlin; Germany)

ARPlications ofZero-Inflated Count Models in Epidemiology

For frequency counts of Poisson-type the situation of extra-zeros often
arises. This is especially the case for the DMF-index used in dental
epidemiology as will be demonstrated for data from the Belo Hori-'
zonte Caries Prevention Study (BEL-CAP). This extra-Poisson varia­
tion ean be easily explained by a special mixture model, the Zero­
Inflated Poisson (ZIP) model. We discuss moment and maximum like-
lihood estimation of the parameters of the Zip-model. A graphical . e
device is presented wruch not only summarizes the miJring distribu-
tion, but also provides a visual information on the overall mean. This
device ean be exploited to evaluate and eompare various groups. We
discuss the inference problem for the overall mean. A confidence inter-
val is developed whieh uses the properties of the ZIP-model. It com-
pares favourable with the conventional method. Problems of the
likelihood ratio test to test the hypothesis of homogeneity against the
hypothesis of the ZIP-model are discussed. In this ease, the conven-
tional result that the limiting distribution is X2 with one df does not
hold. Instead, the limiting distribution is shifted stron~ly to the lett
and is in fact given by the mixture 0.5 x X: (0) + 0.5 x X (1)' Alterna-
tive testing approaches aod generalizations of the model to include
covariates are diseussed. Aversion ofthe EM-algorithm is provided to
find the MLE. This model is then applied to covariates available in the
BEL-CAP study.

Walter Lehmacher (Hannover; Germany)

Multiple resting and Interim Analysis in Clinical Trials witk

Repeated Measures

The two sampIe design with repeated measures at T time points is
considered. Suitable multivariate test statistics like Hotelling's T2,

Q'Brian's sum statistics (OLS and GLS) and rank Bum statistics are
described. Then, a short review ofmultiple testing procedures for this
T-variate two-sample problem is given including the closed testing
principle and the method of apriori ordered hypotheses. Interim anal­
yses, like group sequential and adaptive designs, are availahle for this
multivariable problem, hut they can only handle multivariate global
tests without multiple testing decisions. For trus situation now, where
multiplieity arises by the multivariate testirig and the ~ multistage
interim analyses, methods for combining multiple and interim analy-
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ses are presented. They contral the experimentwise significance level,
are easyand flexible to apply, and ean gain more information than the
usual global interim analyses, without loss of power concerning the
overall hypothesis tests.

Lutz Edler (Heide/berg; Germany)

Problems in Evaluating 1bxicity Data in Clinical Trials and

Some New Avproaches

1bxicity is an endp·oint of increasing interest in clinical trials and
more elaborate methods are required for the appropriate descrip~!:on

as well as for the eomparative assessment and questions of aetiolo~
Motivated by an ongoing analysis of toxicity in an adjuvant cheri!o­
therapy trial of colo-reetal cancer, basic problems ofvalidity and relia­
bility of the measurement will be addressed and the new CoIIlIIion
1bxieity Criteria (CTC) will be presented. 'Ibxicity can be modelIed .as
a time-dependent process of whieh same characteristics ean be esti­
mated. Limited availability of data and restrictive model assumptions
cause problems when event history models or finite state Markov
processes are applied. More promising are time-to-toxicity propor­
tional hazards models allowing the consideration of dose aod acco"m­
panying treatment as covariates. Assuming synchronized data, a
transition model for longitudinal categorical data is introduced and its
restrictions with respect to synchronizing, baseline values aod miss­
ing values is discussed.

Daniel Commenges (Bordeaux, France)

Score Test ofHomogeneity (or Survival Data

Motivated by the study of familial aggregation of Alzheimer's disease
we have developed a score test of homogeneity for different types of
response. Since Alzheimer's disease is an age-dependent disease we
may treat age-of-onset data, that is, survival data. The model is a
frailty model in which members of the same family share the same
frailty which may represent genetic determinants. Under the null
hypothesis, the variance of tms frailty is equal to zero. We test this
hypothesis using a score test which is derived from the marginal par­
tial likelihood. The score statistic ean be written as a function of mar-
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tingale residuals. We study the distribution of the score statistic using
counting process theory.
We extend this approach to the case where eaeh subject has a given
frailty but the frailties are correlated. This model includes as a partic­
nlar case, the ease of groups. The same derivations ean be applied to
this more general ease to compute the score statistic and its distribu­
tion. Application in genetics including testing familial aggregation
and linkage tests are appealing.

John P. Klein (Milwaukee; USA)

Synthesis of Time Dependent Covariates in a Cox Regression

Model

We consider the problem of synthesis of aseries of Cox models for
intermediate events and terminal events in a complex survival exper­
iment into predictive probabilities for patient ontcame based on a
dynamic patient history. Two models are considered. The first is based
on a time dependent covariate model for intermediate events and
assumes proportional hazards throughout. The second relaxes this
assumption and fits distinct regressions to each transition. A small
Monte Carlo study is presented which compares the two methods.
These models are illustrated on a complex bone marrow transplant
experiment using data from the International Bane Marrow Trans­
plant Regist~

Jochen Mau (Düsseldorf; Germany)

Multivariate Failure Times

Multivariate failure times arise with multicomponent systems in
which each component may fail individually: Or, units of observation
are grouped in clusters, and units within the same cluster have a com­
mon profile of exposure in comparison with units from other clusters.
Such data occur with some dental restorations, and the failures of
implants provide the pßtticular context of application.
As a first approach towards data analysis, the suitability of two
graphical methods was studied by simulations and in real data sets: a
seDrl-circle diagram (constellation graph, Wakimoto & Tagun, i978j - -­
and a generalized Lexis diagram.
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As a first inferential approach, Nelson-Aalen type estimators for
increased risk of a failure with more implants present were used in
different populations of patients. This statistical approach rests upon
partitioned counting processes with multiplicative intensities that are
speeific to the number ofimplants at risk.

Rapporteur: Gabi Sehulgen
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