
MATHEMATISCHES FORSCHUNGSINSTITUT OBERWOLFACH

Tagungsbericht

I

~l

i·

I

Mathematische Stochastik

10.03. - 16.03.1996

The meeting was organized by Peter BickeJ (UC BerkeJey), UrsuJa Gather (Dortmund), and
Friedrich Li(;se (Rostock).

The major ureas of emphasis were

• Semiparametric models, censoring models

• Robust methods
• Inference and probabilistic analysis of complex stochastic structures.

New results wcre presented e.g. on constructing stable but still effective methods of estimation
in scmiparametric models and on the analysis of efficient methods in special models of)
ilnportance in biostatistics. _.-.

Further highlights were discussions of application and irnplementation of high breakdown
Inethods, clustering methods and jackknife methods. Stimulating presentations concemed
graphical rnodels for vector processes, the contact process, network analysis, and modelling
polymer growth.

e, Many novel lopics were addressed such as quantum statistics, probabilistic algorithms for the
traveJling salesman and other problems. New insight was also gained into the normal
approximation of the t-statistics, goodness of fit tests and martingale - inequalities.

All talks were weil attended, discUt'iSion was lively and collaborations progressed and were
initiated. /.

The following abstracts presenled by the authors show the fuH range of the interesting topics
which havt" been treated at the conference.
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VORTRAGSAUSZÜGE:

P. BICKEL:

What is a linear process?

We ask what kinds of processes (stationary) can be distinguished from MA(p) processes:

(I) XI = r;=o 'l'jEr- j

where EI are i.i.d. F, EE,= 0, EE~ < 00 and ('IIo, ... ,'V p )' p, F are unknown, using

realizations of arbitrary length n. That is, we characterize the c10sure of the sei 01' probabilities _

on R"" induced by { X I } as in (I). This closure is in terms of Mallows (2) convergence of finite·

dimensional distributions. Dur analysis leads to the conclusion that to meaningfully speak of
the hypothesis of linearity for a stationary stochastic, process (ergodic) we Inust specify

restrictions on the order of processes that are admissible in terms 01' the length n o( realizalions

that is available. We make similar analyses for AR(p) processes,

~p •• cl b(2) x t = ..LJj=l <P.iXI-.i +E I , EI LI. . as a ove.

This is joint ~ork with P. Bühlmann.

L. BIRGE:

An adaptive compression algorithm for Besov spaces

We present a new algorithm for the compression of a function f belonging tel an unknown

Besov space B;~..., [0, IJ. Assuming that the function f has a proper expansion of the fonn f =
f + L a j,k <Jlj.k (wavelet Of spline expansion) we want to get a compressed version of f of

j,k

the f9rm f:= f + r a j.k <P j.k with IAI = D is given. One wishes that f provides
(j.k~EA

approximately the best approximation with respect to the IL q -norm, for a given value of D. 1t

is known that provided that a >*-{ the best rate of approximation is of order D -11 • One

provides a new algorithm which achieves such arate,and is such that f depends only on D,
but not on any knowledge of a, p or q. '"

This is joint work with P. Massart.
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E. BOLTHAUSEN:

Random perturbations of random walks

For a randorn walk So =0,S" ... ,5
0

on Zd with law P and a function W:IN xZ
d

---+ IR, a

perturbation of P is defined by

Pn.w(S) =eXP{Af W(j. Sj)} PCS)/Zn.W '
FI

where Zn. w is the appropriate nonning. A random perturbation arises when W itself is

randorn, with law IP.
The best known case is when the W(j,x) are all i.i.d., the directed polymer in random

environrnent. Most of the questions one is interested in, e.g. the scaling behavior of the
cndpoinl Sn for large n, are still unsolved. An easier model is W(j, x) = W(j)f(x) where

W(j) are Li.d. and f is a deterministic function, which is monotone and bounded. We take a~

a special case f(x)=sign(x)~ W(j)=±I, IP~W(j)=l)=h. Sinai proved recerttly in the

symmetrie ease h = 0 that the path localizes in a strong sense for all A. > O. In -~ "recent joint

paper with Frank den HoJlander it 1S proved that there is a transition from a localized phase for
sIllall h to a delocalized for large h at a eritieal point h c CA.). We also discuss the behavior of

the function A~ h~. (A).

RJ. CARROLL:

Nonparatnetrie regression via local estimating equations

We show that essentially all previously defined nonparametric function estimati<:>n problems
can be phrased as solutions to locally weighted estimating equations based on""an unbia~ed

estimating funetion. We derive asymptotic theory in this general context. These methods
generally re}y on a tuning constant (span in loess, local bandwidth for kemels), and we ·show

how to e~timate these tuning constants without direet reference to the a~ymptotics. We
i lIustrate the power of the approach by consideration of a number of problems for whieh
nonparamctric function estimates have not been addressed previously.

This is ajoint work with D. Ruppert and A.H. Welsh.

R. DAHLHAUS:

Graphical interaction models for multivariate time series

The concept of graphical interaction models for mullivariate data i5 extended to multivariate
ti.ne series and point processes. We define an edge in the graph by using the partial spectral

coherence between two components of the time series given all remaining components, i.e. by

looking at the correlation structure of the two series after the linear effects of all other series

have been rernoved. lt is proved that these partial coherences can be obtained by inversion and

                                   
                                                                                                       ©



rescaling of the spectral matrix of the process. By using this result a separation theorem for
tilne series graphs is proved. The method is applied to air pollution data, neural nets and the

Austral ian stock exchange.

L.T. FERNHOLZ:

Target estimates for bias and variance reduction

Given a parametrie family and a statistical functional T with finite expectation we define the
corresponding target estimate. We show that under mild conditions the target estimate will
have smaJler bia" and variance. The von Mises expansion of T is used to explore further these

issues. e
S. V AN DE GEER:

A maximal inequality for martingales

Let (Q, F, lP) be a probability space, and Fo C PI c ... an increasing sequence of sub- cr -algehras

of F. We consider Fj -measurable randorn variables Yj,o' i= 1,... ,n. indexcd hy a panllnelcr

8 E e. with E( Yj •o I Fi _ l ) = 0, i= I ,... ,n, 8 E E>. If for same constant K. I Y i .O I~ K. i= 1•... ,11.

8 E e, then by Bernstein's inequality, for a ~ b2/K,

p~~~ y. 91 ~ a/\ V 0 ~ b 2
) ~ 2 exp {-a:},

~LI=1 I, n, 4b-

where Vn,O is the predictable variation of L~=, Yj,e . We present conditions on a. band e,
such that

P~L~=,Y;.el ~ aA V•.e ~ b
2

for some eEEl ) ~ C exp {~2~2},

für some universal constant. C. The assumptio~ IYi,el ~ K, i = 1, ... , n, e E e, can he

weakened, using higher order variational processes. e
As application, we consider maximum likelihood and auto-regression. For example, suppose
we have real-valued observations X o ' Xl' .... X n • Let Fj =0' (Xo ,···, XJ, and suppose that thc

conditional density of X j given Xi_I' with respect to L.ebesgue measure on IR, is equal to

8 o (X j -Xi_I)' with

80 E E> = {8: IR ---7 [0,00), J8(x)dx =1,8(x) i for x < O,9(x) J, für x > O}.

Let 8n be the Inaximum likelihood estimator of 8 0 , We show that für all T sufficiently large

provided that für same m>O lim Ix Im 8 0 (x) < 00, ~ I X II/m 9 0 (x) < 00.

Ixl~o<> 1'1-t0
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R.D.GILL:

Towards quantum statistics

Technological advances are glvlng great impetus to quantum computing and quantum
cryptography. Small quantum systems are becoming directly observable. Quantum phenomena
are intrinsically random but many experts, both from physics and from probability theory, have

claimed that 'a different kind of probability' is involved.
I give an introduction 10 quantum probability with a view toward (coming) statistical

applications. In particular J discuss old and new results on hidden variables models; these are
models which attempt to provide a classical detenninistic explanation for the randorn
phenomena observed at the quantum level. Finally I draw attention to striking phenomena in
quantum statistics, such as: quantum randomisation allows one to extract more information,

not less.
Going back to hidden variables· models, a new contribution is a short geometrie proof (joint
work with M. Keane) of the fundamental theorem of Kochen and Specker (1967). This
theorem ShO'NS that any hidden-variables theory for quantum measurement (on an at least
threc-dimensional system) must be contextual: i.e., in a detenninistic theory, randomness is
explained nct just by hidden states in the quantum system under study but also from hidden

statesin the Ineasurement devices.

F. GÖTZE:

When is Studcnt's statistic asymptotically standard nonnal?

The asynlptotic normal approxinlation is investigated for Student' s statistic and selfnormalizing

statistics likc t N := (XI+ ...+XN)/~XI2+...+XN2 for sequences of independent r.v.'s

X.i,j EIN.

In joint work with V. Bentkus, SFB Bielefeld, it is proved that the error in the normal
approximation admits the same type of bound as in the case of sums with nonrandom norming.
The result hr..llds in the i.i.d. case and extends to the non identically distributed case. (The latter
is joint work with V. Bentkus and Bloznelis, Vilnius).
In partieular it is shown that Lindeberg's condition still implies nonnal convergence but the
Lindeberg-Feller result does not hold any more.
Furthermore. a conjecture made by (Logan et aJ. 73, AP) that in the i.i.d. caCie t N => N(O, 1) is

equivalent to X being in the domain of nonnal attraction and EX =0 has been verified.
Moreover, if is shown that t N' NEIN is stochastically bounded is equivalent to sub Gaussian

behaviour of the tails of t N • i.e. supEexp[at~] for some a>O. The last two results are joint
N

work together with E. Gine and D. Mason.

                                   
                                                                                                       ©



'R. GRÜBEL:

Hoare's selection algorithm

Hoare's selection algorithm finds the tth smallest of a set of n nUlnbers, requiring a randorn
number Co,! of comparisons. We consider convergence in distribution of the processes

(~ C, I-tl) as n --7 00. We also obtain stochastic upper bounds for ~Cn t that hold
I, 11 O<f~f .

uniformly in n and t . These bounds arise as perpetuities in insurance mathematics and have a
tail behaviour similar to that of Poisson distributions.

N. HENZE:

00 components of smooth tests of fit have diagnostic properties?·

Smooth goodness of fit tests were introduced by Neyman (1937). They can be regarded as a

compromise between globally consistent tests of fit and procedures having high power in the

direction of a specific alternative. It i5 commonly believed that components of s.TIooth tests
like, e.g., skewness and kurtosis measures in the context of testing for normality, have special
diagriostic properties in case of rejection of a hypothesis H () in the sense that they constitute

direct meac~ures of the kind of departure from Ho' Recent years, however, have witnessed a

complete change of attitude towards the diagnostic capabilities of skewness and kurtosis
-nleasures in connection with nonnality testing. We argue that any component of any smooth

test of fit i5 strictly non-diagnostic when used conventionally. However. Cl proper rescaling of
components does indeed achieve the desired "directed diagnosis h

•

I. IBRAGIMOV:

Some statistical problems arising in the theory of SPDE

In this work Uoint with R. Khasminskii} we investiga~e some nonparametrie estilnation
problem occuring in parabolic SPDE of the form

d U(t, x) = L U(t, x) d t + E d W(t, x)

where L is a partial differential operator with partially unknown coefficients and W is an
infinite dimensional Wiener proce~s. We derive asymptotic properties of estirnators when
E~O.
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A. JANSSEN:

Testing statistical functionals

The tal koffers ,a method how to deduce tests for nonparametric statistical functionals. The

approach is based on differentiable functionals and the framework of asymptotic statistics. For

one- and two-sample testing problems asymptotic maximin most powerful tests are obtained.

In various cases these tests turn out to be asymptoticaJly efficient with respect to implicitly

defined loeal alternatives given by the functional. It is surprising that their asymptotic power

function does not depend on the special (implicit) direction of the alternatives. It only depends

on the functional.
In connectiDn with the full nonparametric two-sample problem the efficiency of the Wilcoxon,

the log-rank, and the median test is obtained for special functionals.
The present work continues the research of H. Strasser (1985) which was done for one-sample

problelns.

U. KAMPS:

The inspection paradox with random time und applications

When considering a delayed renewal process one may be interested in both, the renewal

funetion and the expected length of the interarrival time that contains some fixed time t. In

general, it is difficult to obtain explicit expressions for specific underlying distributions.

Replacing t bj a randorn variable T, representations and bounds of the quantities are derived.

Thc results lead to simple identities if T is exponentially distributed, and to an extension as weil

as to a refinemcnt of the cla,;sical inspection paradox. Moreover, related characterizations of

exponential distributions are shown. The result,; can be applied to the analysis of control charts

with variable sampling intervals in quality control and to the premium principles in insurance

Inathematics.

_ CA1. KLAASSEN:

Efficient esti I nation of maximum correlation

Consider a two-dimensional random vector and the correlation between its two components

after appl ication of possibly different transformations of these components. Maximizing over

all possible transformations we obtain the maximum correlation coefficient.

Our random vector fits into the normal copula model, if the above transformations may Oe
chosen mo~otone and such that the resulting randorn vector is normal. In this case the

fnaximum correlation coefficient equals the absolute value of the ordinary correlation

coeffieient of the corresponding normal vector. We show that the Van der Waerden normal

scores rank f~orrelation coefficient is an asymptotically efficient estimator of this correlation
coefficient in the semiparametric normal copula model.

This is joint work with J.A. Wellner.

                                   
                                                                                                       ©



Y.A. KUTOY ANTS:

Some problems of nonparametrie estimation by observations of ergodic diffusion processes

We consider the problems of density and distribution function estinlation by the observations
of an ergodie diffusion process.

Two lower bounds on the risks of any estimators are proposed and the propertics of the
nonparametrie estimators of the density and distribution function a~e studied. Particularly, the

JT -consistency of the Kernel-type and a new (unbiased) estimator as weil as their aSylnplotic

nonnality are established. Unfortunately, both estimators are not asymptotieally efficient. Then
the aSYlnpto!ic effici,ency of the empirie distribution function is shown.

E. MAMMEN:

Direct estimation of low dimensional components in additive models

Additive regression ITIodels have turned out to be a useful statistical tool in analyses of high

dilnensional data sets. Recently, an estimator of additive componc"nts has been introduccd ny

Linton and Nielsen (1994) which is based on marginal integration. The cxplicit definition of

this estimator makes possible a fast computation and allows an asymptotic distribution thcory.
In this paper a modification of this procedure is introduced. We propose to introducc a weight

function and to use local linear fits instead of kernel smoothing. These modifications have thc

following advantages:
"(i) We demonstrate that with an appropriate choke of the weight function, the additive

components can be efficiently estimated: An additive cornponent ean be cstimated with the
same asymptotic bias and variance as if the other components were known.
(ii) Applieation of locallinear fits reduees the design related bias.

The talk reports on joint work with J. Fan and W. Härdle.

V. MAMMITZSCH:

Remarks on optimal kerneis

According to T. Gasser and H.G. Müller (1979) a function K: [-1,+ I]~ IR is said to be of

order ( v , k ) if there holds

•

+1 1 0(I) JK(x)x} dx= (_I)vv~

-I ±o

if O~j<k,j*v

if j = v

if j = k, v -5: k - 2; v, kEIN .
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A kerneI of order (v, k) is defined to be optimal iff

1
# changes of sign of K =k - 2 and

+1 k-v +1 2v+l

ACK):=IJIKCX)Xkdx/ .(JIK2CX)dx) =min.

B. Granovsky and H.G. Müller ( 1989) showed that optimal kemels are of the form

(2) K(x) =p(x) for all x E {x E [-1,1]: K(x) :I; O},

K continuous, p polynom of degree k. If k - v>3, P is not uniquely defined by (I) and (2), as

C. Pfeifer (1991) showed that there exist (Xi E [fl,l] with O~ (ll < (l2 <...< (lm ~ I, m = [k2V],
and polynomials Pi of degree k with Pi (-1)= Pi «(lj )=0, i= I ,... ,m, such that for

K.(x) ={Pi(X)
I 0

if -1::; x ~ <Xi

if (lj < x$;I

cquality (I) holds. cf. also the paper by B. Granovsky, H.G. Müller, and C. Pfeifer (1995).
Using Gegenbauer polynomials as the main tool, in this paper we show
A(K 1) > A(Kz) > ... > A(K m)·

R. MARONNA:

Computationally cheap robust regression estimators

Robust regression estimators with high breakdown point involve the minimization of functions

with many loeal minima, and this implies a computational cost that rapidly increases with. the

number of predietors. It is well-known that multiple least-squares regression can be perforriled
by the repeated applieation of univariate regressions. We investigate the behaviour of

proeedures based on this idea, but using robust univariate regressions. Simulations show that

the resulting estimators perform much better than regression S-estimators, with a much lower
eomputing time.

G. NEUHAUS:

On testing tumor onset times

In a typical bio-assay a substanee is studied with respect (0 its cancerogenicity by building a
treatment group of n I rats and a control group without treatment of n 2 rats. When rat i dies

at the time Ci' say, it is checked whether itdied with tumor (~i=l) or without tumor (~i=O),

while the tumor onset time Ti' say, is not observable. Hence the observations are
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Zj = (Ci' 6 i)' I ~ i~ n l + n 2 =: n. All rv's are assumed to be independent and identically

distributed in the treatment groups I ~ i~ n l resp. in the control groups n, + I ::; i~ n with

distribution functions F I , F2 of the tumor onset times resp. GI' G 2 of the times of deaths. One

wants to test the null hypothesis of no cancerogenicity, i.e., Ho: F, =F2 versus the alternative

of cancerogenicity, i.e. K: F, ~ F2 , F, "* F2 , whereby GI and G 2 are nuisanee parameters.

In the talk asymptotieally optimal tests are constructed by LAN-theory for the above situation.
Moreover, counting process theory is used for justifying replacement of the basie point

F:= F, = Fz by some estimator Fand for removing the dependenee on the un known GI' G 2 •

As examples analogues of the log-rank test and the Wilcoxon test for the above "interval
censoring" problem are presented.

l. PIGEOT:

A survey on jaekknife estimators in contingency table analysis

We discuss the estimation of a common relative risk and a common odds ratIo in stratified
eohort studies and in stratified case-control studies, respectively. Since these eslimators are
typically biased, the jackknife principle is applied to achieve a bia~ reduction. The asymptotic
properties of the resulting jackknife estimators are discussed mainly for the case that the
number of strata remains fixed while the sampIe sizes within each stratum teod to infinity.
Here, a general resu It is presented which under certain regularity conditions yields consistency
and asymptotic normal.ity of every jackknife estimator of a variety of functions of binol11ial
probabilities. Furthermore, it can be shown that jaekknifing indeed leads to a hias reduction.
In addition, another jaekknife approach is presented and the asymptotic propertres are
discussed under the so-called sparse data model.
Finally, we mention a computer system we developed which makes these techniques not only
available for practitioners, but also gives recommendations on request concerning the choice of
an estimator in a given data situation. These recommendations are based on rules gained from
simulation studies using artificial intelligence.

D. RASCH:

Replicationfree optimal designs in regression analysis

Exact locally 0- and C-optimal experimental designs for non-linear regression problems based
on model functions with p parameters often contain p support points x I ' X 2 , ••• ,x p and need

n i > I measurements für the point Xi' For some practical applications we conslruct oplilnal

designs with at most one measurement at any of N points x j E [XI' xu ]' The paper presents a

search algorithm for the construction of so-called replication-free exact locally optirnurn
experimental designs for ccrtain optimality criteria für non-linear regression functions with p
parameters.

•
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W.-D. RICHTER:

Geometrie approach to guantile approximation for noncentral generaJized chi-square
distributions

ASyluptotic ~xpansions for large deviation probabilities ean be used to derive quantile

approximation procedures in many statistical situations. Tail probabilities of noneentral
generalized chi-square distributions with k dJ. can be viewed as tail probabilities of respective
k dimensional shifted spherically distributed randorn vectors. For this purpose, multivariate
asymptotie expansions for a special type of Laplace integrals are needed. Namely, one has to
study the case that there exists a uniquely determined maximum point of the function to be
integrated over the large deviation domain and that this maximum point belongs to the
boundary and degenerates a~ymptotically when the large deviation paramter approaches
infinity. The latter case will be dealt with using global and local geometrie properties as weil of

the spherical distributions as of the large deviation domains.

H. RIEDER:

EstilTIation of ITIortality rates

The estilnation of true mortalities at ages x on the basis of observed mortalities q", has been

treated by inany authors; for a textbook aceount see e.g. Benjamin and Pollard (1982). More
recently, tv1iller and Olbricht (1996) have fit a regression line f (x) = b· min {-31, x} + C to

logq)J. hy minimum -LI followed by the backtransformation CI", =exp{f(x)+02 /2}, where

the scate estimate is the (standardized) interquartile range of the min - LI residuals.

Using the L~'place transform we prove that such estimates are systematically bia~ed unless the
errar distribution in the log-linear model is normal and the scale estimate is gauged to normal
variance. We determine this bia~ under the contaminated normal F= (1- r)N(O,I) + rM for

M==Ö." (Dirac), M=N(z,I). and M=t(o_1. +Ö1.), M==N(O,Z2) - both for min -LI' IQR.

and Inin - L 2 • VAR. Atrcady for z:= 2.5 the true morta1ities may be underestimated by SO%!

Instead, we therefore propose the square-root model:~ = fex) + (o/.JL:)E x (L",: size of

group üf age x). As opposed to log, the ..[ is variance-stabilizing, can cope with q", =O. and

has the 11 nonparametrie" backtransformation fonnl:lla CI x = f(x)2 + 0 2/L", (based on

Ey2 =).12 + 0 2 vs. E eY = exp{J! +02/2}).

Für the 1994 DAV-smooth, one real data set, and simulated binomial mortalities based on the
DAV-smooth we fit a 2nd and 3rd degree polynomial fex) and an exponentia]
f(x)=exp {a+b· min(31 ,x)} by min - L 2 , min - LI' and by robust regression rg_Huber (as

implemented in the ISP-program). and obtain fits, which are excellent and practically
indislingu ishahIc.
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J. M. ROBINS:

Toward a curse of dimensionality appropriate (CODA) asymptotic theory for semiparametric
models

We argue, due to the curse of dimensionality, that there are major difficulties with any pure or
smoothed Iikelihood-based method of inference in studies with randomly missing observations

when missingness depends on a high-dimensional vector of variables. We study in detail a
semiparametric superpopulation version of continuously stratified randorn sampling. We show
that all estimators of the population mean that achieve any prespecified rate of cO~'lvergence,no
matter how slow, require the use of the selection (randomization) probabilities. We argue that,
in contrast to Iikelihood methods which ignore these probabilities, inverse selectinn probability-
weighted estimators continue to perfonn weIl. We develop a curse of dimensionality
appropriate (CODA) asymptotic theory for inference in non- and semiparametric models in an e
attempt to fonnalize our arguments. We discuss whether our results constitute a fatal hlow to
the likelihood principle and study the attitude towards these that a committed Bayesian would
adopt. Finally, we apply our CODA theory to analyze the effect of the 11 curse of
dimensionality" in several interesting semiparametric models.

D.M.ROCKE:

Robust scale-free cluster analysis

Many cluster analysis techniques assurne that the appropriate distance between any two points
i5 known; yet in many cases this assumption is not reasonable. We investigate a class of

methods that are affine equivariant and can cope with clusters each of whose shape i5 unknown

and in which the shape may or may not be the same between clusters. Nonn~\1 TnaximUln

likelihood would satisfy these requirements, but there are two large problems with this method.
First t in dimensions higher than two or three: the global maximum of the likelihood is very
difficult to find. Second, even a small percentage of contamination can entirely ruin the
process. The method we describe is a robustification of normal maximUln likelihood which,

with associated search techniques, allow for broad application.

P. J. ROUSSEEUW:

Recent applications of robust statistics

The purpose of this talk is to discuss some recent applications of robust methods. We will
foeus on 11 positive breakdown n techniques, which can resist a substantial fraction of

contamination in the data without breaking down.
The first part of the talk is concerned with robust regression techniques, such as the least
median of squares (LMS) estimator. Contrary to the cla,;sical least squares approach t which

tends to mask outliers and other substructures, the LMS method attempts to fit the majority of
the data and thereby detects the outliers. Apart from illustrative examples, we will consider
SOllle substantive applications. One is to electric power systems, where one needs to estinlute
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the system's state variables robustly. Other applications are to computer vision, where LMS
has been used for image recovery, .surface reconstruction, and to detect moving objects in

video from a mobile camera.
The second part of the talk is abaut detecting outliers in a multivariate point cloud, using the
minimum volume eliipsoid (MVE) estimator of location and scatter. In a geochemistry

application, MVE-based robust distances were used to detect mineralizations hidden beneath
the surface. The MVE can also be used to robustify multivariate techniques such as principal
component analysis and discriminant analysis. Applications in computer vision include image
segmentation and detennining shapes from color images.

L. RÜSCHENDORF:

• Slochaslic analysis of algorilhms - Ihe contraction melhod

The contraction method for the asymptotic analysis of (stochastic) recursive algorithms is
based on essentially two ingredients. Firstly, to find a suitable probability metric all~.wing to
obtain asymptotic contraction properties of the nonnalized algorithm and suitable estimates
froln" above in terms of moments. Secondly, one has to prove convergence to same linliting
equation, typically by some decomposition technique.
This Inethod has applications to algorithms from different fields. In particular we will discuss
sorting type algorithms, randorn trees and permutations, Arch- and branching-type algorithms

as weil as applications of the contraction method to some probabilistic problems.

N. SCHMITZ:

Permutation tests - arevival?

It is shown that permutation tests have convincing optimum properties for interesting
M

·classes
of continuous distributions as well as discrete distributions with fixed support. Conditions
sufficient für uniformly maximal power on subclasses are given. Moreover, a variety of
examples is presented. To make these results applicable an efficient algorithm für cümputinge

l
the crilical region of Ihe permulation lest is derived. The performance of Ihis algorithm, which
is based on an idea 'of Pagano & Tritchler, is demonstrated by simulation results. Moreover,
this algorithm ls compared with an algorithm due to Green.

J. STEINEBACH:

Variance estimation ba~ed on invariance principles

Consistent variance estimators for certain stochastic processes are suggested using the fact ;that
(weak or strong) invariance principles may be available. Convergence rates are also derived,
the latter being essentially determined by the approximation rates in lhe corresponding
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invariance principles. Some multivariate extensions are briefly discussed, too, together with
possible applications in the changepoint analysis of renewal processes.

H. STRASSER:

Invariance properties of estimators and incidental nuisance parameters

It is shown that the asymptotic infonnation bound which is valid for the estimation of a

parameter in the mixture model remains valid in the model with incidental nuisance parameters
if only perturbation invariant estimators are considered. Perturbation invariance is a property

which is closely related to permutation invariance. In particular, equicontinuous functions of •
empirieal processes are perturbation invariant. Thus, the result settles a problem posed by

Pfanzagl of how permutation jnvariance is to be modified in order to exclude superefficiency in
models with incidentaJ nuisance parameters.

A. V AN DER VAART:

Likelihood inference in the proportional odds model

The proportional odds model specifies that the odds ratios F(tlz}/( 1- F(tlz)) of thc

distribution F(tlz) of a survival time T given a covariate Z are equal to the product

H(l) exp(zTb) of an unknown function Hand an exponential regression faetor. The function

H is necessarily monotonely increasing, cadJag and 0 at the origin. We give adefinition of a

likelihood function for this model and discuss the behavior of the maximum likelihood
estimator for the parameter (H, b), the behavior of the likelihood ratio statistic for testing

hypotheses on b, and a discretized derivative of the profile likelihood function. The maximum

likelihood estimator is asymptotically normal and efficient, the Iikelihood ratio statistic
asymptotically ehisquared, and the derivative of the profile likelihood a consistent estimator of

the asymptotic variance of the maximum Iikelihood estimator of b. This is shown by deriving
the likelihood equations, and inverting them, after showing that the information operator is
continuously invertiblc, and that cerlain c1asses of score functions form Donsker c1asses ore
functions.

I. VAJDA:

Statistical inference based on convex distances of probability distributions

Let OJJl be the set uf all probability densities on a measurable space (3,.4) with respect to a (J­

finite measure J..l. We consider a samp]e XI,·.·,X n with i.i.d. components -Po'E f1lJl. We

discuss estimators Pn of Po considered in [1] which are consistent in the sense

I
I
I

I

1

i
l
1
,~
Il

1
I
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n% (Pp - PO)2 dl.l = Op (I).

Po

Further, if fP ={Pa:9 E S} c O'~ for some Sc IRd and Po =Pao' we consider the estimalor 9 n

of 90 which minimizes the total variation V(Pn ,Pe) =f IPn - Pe IdJl on S. We show that if for

some c(90 ) > 0

then .9 n is consistent in the sens~

n'xllsn - 80 11 ~ Op (I) .

This is compared with the results of [2].

[1) L. Györfi, F. Liese, I. Vajda, E. van der Meulen: Distribution estimates consistent in X2_

divergence (preprint).
[2] P.V. Rao, E.F. Schuster, R.C. Littel: Estimation'of a shift and center of symmetry based on
Kolmogorov-Smirnov statistics. Ann. Statist. 3, 862-873.

Y. VARDI:

Network Tomography: Estimating source-destination traffic intensities from link data

We consider the problem of estimating the traffic intensity between all (directed) pairs of nodes

of a (strongly connected) directed network, based on data measured on the links of the

network repeatedly. We assume that the traffic originating at nodes i and i" is Poisson with

parameter Ai' i =(i, iI) , and is independent of traffic betwcen other pairs. Thus ther~ are n(o-
'4.--

]) Poisson parameters to be estimated. The number of links is of order o(n), and we repeat the
link measurement K times. We consider two different types of traffic routing (I) detenninistic
(2) Markovian. We show that an exact MLE is computationally too complicated and we

discuss an alternative based on the normal approximation. We then derive in detail an estimate
based on the method of moments. The moment equations give rise to a LININPOS problem
(Vardi & Lee, JRSS B, 1993) which is then solved using an EMIML method. A small

simulation study based on a network with 4 nodes (and hence 12 directed pairs) and 7 directed

links is carried out, and the results indicate good statistical characteristics for moderate size
data sets.

W. H. WONG:

A Monte Carlo method und its application to the salesman proble~ and nonlinear PDE

We propose a weighted Markov sampling scheme for simulation and global optimization. The

original sampJing problem is embedded into a sequence of problems with decreasing levels of

complcxity. To makc transitions between levels possible, it is necessary to introduce an
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"ilTIportance weight \\ variable into the Markov system. Traditional Metropolis-Hasting
transition rUles are not applicable because the target density für the augmented system (original
variables + weight) i5 not knüwn explicitly. We present a method for the construction of
transition rules that will yield valid weighted sampies. We also discuss ways to control the
behaviour of the weights. The methüd is tested on the travelling salesman problelTI and on
ITIultigrid Mante Carlo from Gibbs distributions whose minimum energy states correspond to
solutions of nonlinear elliptic PDEs.

C.-H. ZHANG:

Linear regression with doubly censored data •Linear regression with doubly censored responses is considered. Buckley-Janles-Ritov type
estimators are proposed. An expansion of the estimating equations is obtained under fairly
general assumptions. Sufficient cond~tions are given for the asymptotic consistency and
normality of the estimators. Semiparametric infonnation and projective scores are also
discussed.

This is a joint work with Xin Li.

W.R. VANZWET:

Statistical estimation for the contact process

At every time t ~ O. each site in the lauice Zd is either healthy or infected. Thc dynamics of
the contact process are as folIows. Healthy sites are infected by each of their infected
immediate neighbors with rate A, and infected sites become healthy with rate I. All processes
involved are independent. The process starts e.g. with a single infected site at the origin at time
t=O.
The discussion centers on the estimation of Aon the basis of an observation of the process at a
single time t . An estimator is constructed which is consistent and a~ymptoticallynormal as •
t--7 oo .

Berichterstatterin: Ursula Gather
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