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Auf dieser Tagung, die von den ~~rren R. Ahlswede (Bielefeld)

und J.H. van Lint (Eindhoven) geleitet wurde, .standen folgende

Problemkreise im Vordergrund:

- Algebraische Kodierungstheorie

- ItMulti-user" Informationstheorie

Informationstheoretische Methoden in der Statistik

e Auffa 11 end waren die erheb 1 i ehe Anza h1 überdure hsehn i tt 1 i eher

Ergebnisse und der fruchtbare Gedankenaustausch zwischen Mathe-

matikern und theoretischen Ingenieuren.

Anmerkung: Sind an den vorgestellten Erg~bn;ssen me~rer~ A~tore~

beteiligt, so ist der Name des Vortragenden unter­

strichen
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Vor t rag s a'us zÜ9e

R. AHLSWEDE, 1. CSISZÄR:

Hypothesis Testing and Data Reduction \.

Suppose that in a testing problem for two bivariate distribu­

tions PXy,QXY' on finite sets the Statistician has access to

the samples of one of the marginals and .can be informed about

those of the other one at a prescribed rate R.

Fixing the error of 1. kind' e1 at E we consider the small­

est possible error of 2. kind e 2(n,t,R) and determine its

exact asymptotic growth. We also settle the composite case.

In the special case

(Test of independence)

our resu1tcan be easi.1y described as fol1ows:

Theorem: For E E (0,1)

1 im *log e2 (n,E,R X) = - max I (U A X) t

n-+<:X:)

U: I (U A X) ~ RX

where the "max " ranges over all RV's U • such that U.X.Y e
form a Markov-chain in thi~ order and th~ range of U is

bounded by lXI + 2. I denotes itie mutual information.

The proof for this special case uses the entropy characteriza-

tion technique first developed by Ahlswede/Körner in their

solution of the Source Coding Problem with Side Information

(IEEE 1975).

Our general results are based on the solution of an analog

I-divergence characterization problem.
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·In the sixties Perez has introduced the nation of €-sufficien~

for the,purpose of data reduction. Here for the first time

asymptotically exact results for data reduction are achieved.

We also think that the connection between the area of hypo­

thesis testing and multi-user, source coding should lead to a

fruitful exchange of ideas and methods i~ Information Theory

and Statistics. An important connection between Multi-user

channel coding and Screening Design of Experiments can be

foun~ in the work of Maljutov and his coworkers.

M.R. BEST

Perfect Codes Hardly Exist

It i5 proved that all t-perfect codes over arbitrary alp~abets

are known, unless (possibly) tE{1~2.,6,8}. This "almost" proves

the Perfeet Code Theorem. The proof exploits Lloydls Theorem~

but does not refer to the sphere packing condition.

For large block lengths, i,t is shown that the three or four

central zeros of a Krav~uk polynomial cannot be integral

simultaneously. For smaller.block lengths, a contradiction is

derived from the system of divisibility relations

. t
qJ I(j) (n-t)(n-t+l)·.....·(n-t+j-l) for j EIN',

where q is the alphabet size, and n the block length.

For s1ngle and double error correcting c~des, the m~thod applied
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is worthless, since the relevant Krav~uk polynomials do not have

eno~gh zeros. 6- and 8- perfect codes couldbe excluded using

the method, although they require special treatment.

The lecture contains,

T. SETH

of course, only outlines of the proofs.

•
Speeding up the Fast Fourier Transform by Formal Algebraic

Operations

As usual Discrete Fourier Transform (OFT) of order n over a

field F is the transformation

where IK is the spl ittin9 fiel d of x~-l Eß=[x],char IF ~ n and

A is given by the matrix A = (ij)n-l for a primitive n-thn a i,j=O

root of unity.

All known Fast OFT techniques are based on decomposition

properties of the group f= <a> and the polynomial interpretation.

of the mapping.

8y ADFT a method is presented, which allows a parallel im­

plementation of the DFT-algorithm due to

- properties of the Galois group Aut ~: ß=),

- the choice of a suitable normal basis of ~ : F

- and a hardware oriented design.

ADFT computes the DFT-spectrum in O(n) steps without ~ - multi­

plications.
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M.V. BURNASHEV

On Optimal Choice of Signals for the Channel with White

Gaussian Noise

Assume that unknown parameter 6E[O,U and to transmit it over

the channel .we are able to use any signal St(8), satisfying

only the energy constraint

T
I si (6)dt::;A for all 6E(0,1],
o

where A is prescribed energy. On the outpu~ of the channel we

observe the signal Xt ; St(6)+n t , tE[O,T), where nt is the

white Gaussian noise with uni~ dens~ty. We investigate the

following function

whe re i nfis ta ken 0 ver :"a 11 pos 5 i b1e s i 9nals St an des tima tor 5

• A Te = e (Xo ). It's.easy to see that eex(A)....., exp {-y(ex)A}, when

A.ttOO, an d t here f 0 re we are i n te res ted in' t he fun c t ion y (Cl ) •

"Theorem: a) y(a} =~ fora>2,17;

1 . 1
b) b":S; Y ( 2) :S;"5~ •
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P. CAMION

Constructing Primitive Idempotents and Factorizing Polynomials

over Finite Fields

let A be a semi-simple commutative algebra of finite dimension

over a finite field. A probabilistic algo.ri.thm for decomposing

an idempotent u of A into a sum of primitive idempotents is

first introduced.

Then some properties of finite fields are pointed out which

lead to improve the· considered algorithm and ensure that it

will then end within a number of steps which is small com­

pared to the size q of the field.

An application to factorizing polynomials over a finite field

•

is considered and more particularly to finding the roots of

such polynomials in view of decoding B.C.H. codes. The complexi­

ty of the algorithm is final1y discussed.

•
References

P. Camion:

P. Camion:

P. Camion:

11 Un a 1gor i t hme de co ns t ru c t ion des i dem p0 'ten t s
primitifs d'ideaux d'algebres surF"
C. R. Acad. Sc. Paris t. 291(20 octo<tre 1980)

Under the same title, a larger paper submitted
july 1980 is to appear in Theory and Practice
of Combinatorics, Annals of Discrete Mathematics,1982.
HA Deterministic Algorithm for Factorizing Poly­
nomi als of lFQ[x] 11. To appear ; n the proceedi ngs of
the "Collogu~ Combinatoire.81. 1I

, Marseille Luminy.
Annals of Discrete Mathematics .
llFactorisation des polynomes d~ lF [X] 11

Revue du CETHEDEC, N. S. 812, q
4~me, trlmestre 1981.
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N. COT

Codes, Results and Conjectures Associated with Some Weighted

Trees

We start with Shannonls well-known general problem concerning

the discrete noiseless memoryless channel.

set of positive costs B

set of probabilities P

• Given

a

a

a

t-ary alphabet A a 1 ' a 2' .. · ,at

b1 ,b 2 ,··· ,b t

P1'P2'····'Pn

(i) characterize optimal Uniquely Decipherable (U.D.)

codes,

(ii) design efficiently optimal UD codes.

In this talk, we make a survey of various results we have .ob­

tained concerning this problem. In particular, in the case

where probabilities are all equal, we showed in 1974 that op­

timal prefix codes can be nicely represented by subsets of

Pascal1s triangle. We indicate various appl ications ·of optimal

prefix codes in computer science (AVL trees, polyphase merging,

4It etc •... ). Also, studying the properties of the corresponding

weighted trees, we achieve various results concerning binomial

coefficients lying on the diagonal s of Pascalls triangle.

Most references to these results can be found in the these

dietat IICombinatoire des arbres t-aires dont les .branches ont

des cocrts positifs quelconques ll
, Norbert Cot, Universite

Pier r e e t Ma r i e Cu r i e (P ar i s, Fra nce) .
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B. DORSCH

The Problem -af Attaining Channel Capacity by Algebraic

Coding/Decoding

"After asymptotically good long algebraic codes are known (e.g.

Goppa-codes or some generalizations of BCH-codes) the problem

is mainly that of decoding. Three decoding principles will be •

c.ompared: 1) Max. Lik. Oec. (MLD) with almost no hope for re­

alization (complexity - exp (N)), 2) Practical algebraic de-

coding (with complexity - NlogN) using Bounded Minimum Distance

Decod. (BMD), which can not attain capacity. But there is same

hope to extend BMD-pracedures beyand half minimum distance.

The decoding principle of this type 3) is compared to MLD and

BMD. By deriving error exponents numerical results are given

for the Binary Symmetrie Channel (BSC) and Additive White

Gaussian Noise (AWGN), showing that

- f 0 r N - co , Pe - 0 t he code ra te R 0 f 3) d0 e 5 not 0 n1y

approach capacity, but Pe converges as fast to zero as with

MLD for rates R close to capacity.

- for finite N, Pe type 3) decoding is much better that BMD

and almost as good as MLD.

Same detailed algebraie problems involved in finding decoding

procedures of type 3) for asymptotically goad generalizations

of BCH-eodes are discussed.
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T. ERI CSON

The Non-Cooperatfve Binary Adder Channel

The binary adder channel is a multiple access channel with two

binary inputs, X and S say, and a ternary output Y= X+ S .

We are interested in the non-cooperative untilization of this

4It channel, where X denotes a legal user, the aim of which is to

minimize his ward error probability, while S represents an

illegal jammer, whose aim is the opposite. For this situation

we formulate a two.persons zero sum game, which can be solved

in certain cases. Dur appr~ach is based on algebraic coding.

L. GYURFI, I. KEREKES

Analysis of a Multiple Access Channel Using Multiple Frequency

Bands

For a multiple frequency communication scheme an information

theoretic model and its analysis are given.

The corresponding multiple access channel consists 'of several

independent, parallel, noisy OR channels. A block code and a

majority type decoding rule is constructed, and the probability

of error is evaluated.

Y. HORIBE

On Fibonacci Trees and Their Optimality

Based on same resul ts in a previ aus 'paper "An entropy' vi ew of

Fibonacci trees", Fibonacci Quarterly, May 1982, we classify

                                   
                                                                                                       ©



- 10 -

the terminal nodes of Fibonacci trees (F-trees for sh~rt) into

two types. Branching all nodes of the first type grows the

F-tree of order k into the one of order k + 1 ("Fibonacci

growth"). The numbers of nodes of each type at each level of

F-trees are shown to be diagonally arranged in the Pascal

triangle. Let cost be assigned to every left branch and

cast c to every right, and define total cast of a binary tree ~

to be the sum of costs of all terminal nodes, here the cast of

anode being the sum of costs of branches forming the path from

the root to this node. Necessary and sufficient condition on

k,c is then given, together with its entropie interpretation,

for the F-tree of order k to be optimal (i.e., to have the

minimum total co~t) of all binary trees having the same number

of nodes. The total cost of the F-tree of order k under the

above cast assignment is obtained exactly. These with previous

ones might give hints also to a "morphologicalll study of some

other types of binary trees.

J. KöRNER, J. K. WOLF, A. WYNER, J. ZIV

On the CapacitY of a Reusable Nonerasable Memory

A memory consisting of N binary stor~ge elements is to be

uti 1 ized" to store K bi nary messages. The memory i s character­

i zed by t he fa c t t hat a 11 0 ne 11 s tor ed i n ast 0 rag e e1eme,n t i s

non-erasable- that is, cannot be changed to alIzerolI. The

memory is initially in the all zero state and the messages are

stored sequentially in time. After the th message is 'stored
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i n memo r y, i t isa s s um ed t hat t his i t h m.e s sag e ca n be re ad

from memory with arbitrarily small probability of error but

that the (i-I) previous messages are no longer readable at

arbitrary small error rates.

The capacity of the memory is defined as the maximum sum of the

rates for the K messages. The capacity of the system is found

for several different sets of assumptions regarding the devices

that write in and read from the memory.

R. D. BAKER, J. H. VAN LINT, R. M. WILSON

Preparata and Goethals Codes

let m be odd, n = 2m-I, IF : = GF( 2m), x - XO an automorphism

of lF such that 0+1 and x _ x o - 1 are one-to-one .. Code-x - x

words cf the code P( 0") are described by pairs (X,Y)EIFxIF

to be interpreted as the corresponding characteristic functions.

The code P(o) is defined by the requirements

( i ) I XI a nd I Y-I are even

(ii) LX = Ly

(iii) Lx o+1 + (Lx)o+l , 0+1,-y •

(N. B. It is easy to check that the usual definition of the

Preparata codes amounts to the same, w; th 0 = 2 ) •
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It is now 'completely elementary to prove:

P( <1 ) istr ans 1a t io n i nva.r ia nt ;

Aut P{(1) contains the mappings from (X,Y) to resp.

(X+c,Y+c), (Y,X), (aX,aY), (Xtp,y(P), «(PEAutIF);

P(o) has distance 6 ;

ITi{ (1) I = 2n - 2m .

We also show in an elementary way that the ext. Hamming code

is a disjoint union of translates cf P(o) (first proved by

Zaitsev, Zinoviev, Semakov). If m='2t+l, '0 = 2t , p = 2t - 1 then

the Goethals code G(m) is 15{o) np(p) It is again easy to

show (using the Roos-bound) that G(m) has distance 8 .

K. MARTON

The Problem of Isomorphy of Correlated Sources

A discrete memoryless stationary correlated (DMSC) source (X,Z)

is an i.i.d. sequence of random pairs f(Xi,Zi)J i=-~ with

va 1ues in Xo x Zo ' where

DMSC sources (X,Z) and

Zo are finite sets. TW9

are isomorphie if there

exists an ergodic theoretic -isomorphism between the Bernoulli

processes (X,Z) and (XI ,ZI) , the restrictions of which are

isomorphisms between X and X', resp. Z and ZI. It is

well known that two II s ingle" discrete memoryless stationary

sources are isomorphie iff their Shannon entropies are equal.
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We prove, however, that under quite general eonditions, the

DMSC sources (X,Z) and (XI ,ZI) are isomorphie only if

(Xo,Zo) and (X~, Z~) are, i .e. if dist(Xo'Zo) = dist(X~,Z~).

(The general case ean be redueed to this result.) From the

point of view of generalizations, it would be desirable to

f i nd "e nt r 0 py typ e Jt i nva r i a nt 5 f 0 r t heis 0 ma r phY 0 f (.X 0 ' Z0 )

and (X~,Z~), and we present same partial results in this·

direction ..

J. L. MASSEY

Capacity and Coding for the Collision Channel without Feedback

The channel eonsidered is the M-user time-slotted co11ision­

channel without feedback and without synehron;zation. Each of

the M users can be idle or ean transmit a II pac ket ll of data. If

two or more users send packets that overlap, these lI eo lliding ll

paekets completely destroy one another. Otherwise, packets are

correctly received. The lack of synchronization means that no

e user knows the IItime arigins ll chosen by the other users.

The "symmetrie eapacityll (i . e. , the maximum tota 1 ra te at which

the users ean send information reliably when eaeh sends at the

same rate) i s shown to be

M-l
C = (1 - ~ ) 'packets/slot

whieh rapidly approaches e- 1 as M increases. Specifie trans-
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mission schemes or "pro tocols ll that achieve capacity are intro-

duced and a decoding technique, called IIdecimation decoding ll is

developed for identifying the origin of those packets that are

correctly received.

J. L. MASSEY

On the Possibility of Full Cooperation with Inclomplete

Information

Consider the M-user adder channel with feedback. The channel

output Y is the real sum Xl + X2 + ... + XM of the

{O,l} -valued input digits. Suppose the M users all send in­

dependent uncoded information bits. If Y = 0 or Y =. M, then

the receiver can determine all M transmitted bits; otherwise,

there is a~biguity. Consider only coding schemes of the type

where, after A such ambiguous receptions have occurred, the

senders use the feedback information to cooperate in transmit­

ting the missing information to the receiver. The qu~stion is

whether the M users can cooperate fully in the sense that their

•

further transmissions cause the resulting received sequences to tIt
form an (M + 1) - ary Huffman code for the missing information--

as they could do if each sender knew what the other M - I

senders had sent on each ambiguous reception. This complete

information is available when and only when M = 2 -- this ;s

the basis of the Gaarder-Wolf coding scheme. When M ~ 4 , it is

shown that full cooperation is impossible; A = provides the

necessary counterexample. It is shown that, for M = 3 , 'full
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cooperation is possible when A is 1, 2 or 3; the schemes for

A = 2 and A = 3 are due to T. Paul. It is conjectured that,

for M = 3 , full cooperation is possible for all A

E.C. VAN DER MEULEN

Some Results in Entropy-Based Statistical Inference

Within Information theory the problem of estimating the entropy

of a distribution is well-known. In the discrete case Shannon

(1951) found bounds on the entropy of printed English which

he considered as a finite alphabet ergodic process. For i.i.d.

observations from a discrete distribution entropy estimates

were considered and investigated by Miller and Madow (1954),

Basarin (1959), Zubkov(1973) and Har~is (1977). In 1976

O. Vasicek proposed an estimate of the entropy of a continuous

distribution based on the spacings of the observations. Vasicek

developed a test for composited normality and proved consisten~

for this estimator. Dudewicz and van der Meulen (1981) investi­

gated the use of the Vasicek test statistic for testing the

hypothesis of uniformity on (0,1). They introduced a test (the

entropy-based test) for unformity which rejects when the test

statistic H(m,n) is small (i.e. large negative). The percentil~

of the null distribution are obtained through extensive Monte

Carlo simulation. The power of the teststatistic is studied,

also through Monte Carlo, against three types of alternatives.

It turns out that among all well-known tests (Kolmogorov­

Smirnov, etc. ,) the entropy-based test has highest power when
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the density is peaked up in the middle of the (O,l)-interval.

The asymptotic distribution of the teststatistic is found to

be normal, under the hypothesis of uniformity, and also under

the alternative that the density is a bounded positive step­

function on (0,1). Applications are given towards the problem

of evaluating random number ge~era~ors.

A. PEREZ

A General Information Theory Method Covering Coding Rate Versus

Ambiguity as Wel1 as Statistical Hypotheses Discrimination Rate

Problems for Unfitted Decision Procedures

R~stricting us for the sake of simplicity to the i.i.d. case

the Fundamental Lemma is:

Let P« Q 0 n (X, X) an d 1et, f 0 rare a 1 Y, C1y : =QeY ,. wh e re P

and Q (PIQ) are probability measures with Radon-Nikodym den-

•

sities p and q with respect to a dominating measure ~. Let

(I) Ha(P.Qy):=fpa(x)q;-a(X)d~=fpa(x)ql-a(x)eY(l-a)d~=Ha(P.Q)ey(l-a).

and let a(P,Q ) be the a minimizing H (P,Q ). It holds:
y a y

iff

iff

< dPy > H(P,Q) := flog dQ dP > 0

y ~-H(Q,P) < 0
•

log Ha(p,Q )(P,Qy) = log Ha(p,Q )(P,Q)+(l-a)y s 0
..., y

with ~(P,Q ) = 0
. y

iff y = H(P,Q).
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If -H(Q,P) SySH(P,Q) (i.e. 0 S a(P,Q ) ::; 1) theny
n "dP

(5) 1im l log pn(! L 1.og dQ (xi) S y)
n-tDO n" n i =1

" 1 1 n dP=lim n log Qn(n L log aq (xi) > y) = 6(P,Qy)
n--.:o y i =1

If on1y:ysH(P,Q) (i .e. a(P,Q ) S 1) theny

1im sup l log pn(~
n dPe (6) L log dQ (xi) .::; y) ::; 6(P,Qy )

n"""'D) n i=1

J.POKORNY, H.-M. WALLMEIER

Permutationcodes Achieve the Capacity Regions for the MAC

and DBC

For a discrete memory1ess channe1 Ahlswede/Dueck have shown

that any rate be10w capacity can be achieved by permutation

-codes. Codewords are constructed by app1ying "(er not app1ying)

a (random1y chosen) set of permutations {1T 1,·.· ,TIm} to an

arbitrary given sequence xn of type P, thus producing new

sequences

Sm 51 nTIm 0 ••• OTI I (x) m
S = (51' ... 'Sm) E {O,I} .

We show, that the capacity regions for the mu1tip1e-access-'

channel and the degraded broadcast-channel are achievable

by constructing codewords via permutations.
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K. POST

Coding Strategies for the Binary Multiplying Channel in the

Discrete Case

A first approach is given to minimize the averag~ number of

transmissions needed on the BMC with feedback to transmit every

messag~ pair •For M = 1,2,3

and arbitrary N this minimum is found by Hollmann and Post.

In particular for M=3 Hollmann found better strategies than

those obtained by using Schalkwijkls method. As an application

the case M=N=11 admits better non-Schalkwijk .strategies than

Schalkwijk-strategies.

v.. V. PRELOV

The Zero-Error Capacity of Certain Channels

In this report we consider a multiple-access communication

system with the correlated sources, which were first studied

by Slepian and Wolf in 1973. •
Denote by R the capacity region of this multiple access

channel and denote by Ro the zero-error capacity .region of

this channel. Let R(i) (R (i)) be the intersection of theo

re gi 0 n R (R0 ) wi t h t he p1an e Ri = 0 , 0., 1 , 2 . The s im p1e

characterization of the capac;ty region R is given by Slepian

and Wolf. The simple characterization of the zero-error regions
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rema ins· the open probl em. The fall owi n9 theorem'

is a main result.

Theorem: For the arbitrary deterministic multiple access chan­

nel the following equality R(i) = R (i), i = 1,2, is val­o

id. (A multiple access channel is the deterministic channel

if its transition probabilities are equal to zero or one.)

C. RODS

A Generalization of the BCH Sound for the Minimum Distance of

a Cyclic Code, Also Improving the Hartmann-Tzeng Sound

Le~ K be any finite field. For any matrix A = [!l' ...!n]

over K, the code over K having A as a parity check matrix

is called CA' its mine dist. ;s dA· If X = [~l' ... '~n]

is another matrix over K, with size m x n , then the matrix

A(X) ;s defined as A(X):

in A and X are nonzero.

[~1 ab ! 1 ' • • • ,~n 0 !n] . A11 co 1 um ns

Theorem 1: If every m x (dA + m- 2) submatrix of X has fu1l

ra nk, th en dA (X) ~ dA + rn-I .

Now let M ind N be nonempty sets of n-th roots of un{ty

in the field K. Let HN be a matrix whose rows are
2 n(a,a , ... ,a = 1), a E N. Further, let CN : = eH and

N
dN : = dH • Call the set M consecutive if its el ements are

N
consecutive powers of some primitive n-th ~oot of unity.

Theorem 2: If there exists a consecutive set ~ such that

Mc Mand IMI s I MI + dN- 2, t he n dMN ~ I MI "+ dN-1 •
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Corollary: If N is consecutive and IMI < IMI + INI , then

d MN ~ I MI + I NI.

Taking M {ll in the corollary yields the aCH bound. Simi­

larly, the Hartmann~Tzeng bound follows by taking for M a

consecutive set.

J. P. M. SCHALKWIJK

Coding Strategies for Deterministic Multi-User Channels

We consider coding. strategies for deterministic multi-user

channels, i.e. for a memory with known defects, for a multiple­

access channel (MAC), for a broadcast channel (BC), and for a

two-way channel (TWC).

For the TWC we use a coding technique that we called coding on

the unit square.

A. SGARRO

Error Probabilities for Simple Substitution Ciphers

•

Usually the performance of simple substitution ciphers is eval­

uated by considering equivocations (conditional entropies given ~
the cryptogram). Instead we consider the probability that the

enemy makes an error when he tries to decipher the cryptogram

or to identify' the key by means of optimal identification pro­

cedures. This approach is in line with the usual approach to

coding problems taken in Shannon theory, where one evaluates

er r 0 r pro ba b.i 1; t i es wi t h res pe c t to" go 0 d U enco di n9- deco di n9

procedures. The results are asymptotic; the same relevant pa­

rameters are obtained as with the equivocation approach.

                                   
                                                                                                       ©



- 21 -

H. VAN TILBORG

Upperbounds and a Construction for the 2-Access Binary Adder

Channel

Let (C 1 ,C 2 ) be a uniquely decodable code for the two-access

binary adder channel.

For a given Cl an algebraic and a combinatorial upperbound

i s deri ved on I C21. For many cl asses of codes the algebra i c

upperbound can easily be computed. For a specific code Cl

on e ca n 0 f te n usethe combin a tor i alu pp erb 0 und' t 0 ge t be t t er

estimates.

For a specific code Cl of size 6 and length 5 this combina­

torial upper bounding technique gives additional information

on C2 . We construct in this way a uniquely decodable pair

(C I ,C 2) with a rate pair above the nonconstructive lower bound

found by Wei, Kasami, Lin and Yamamura. The size of this

code C2 is 15.

D. TOWSLEY, J. K. WOLF

Group Testing -and Multi-Access Communications

The work of Dorfman, Sterrett, and Sobel and Groll were re­

viewed with respect to traditional ~roup testing. A finite

number of items with a binomial distribution for defects was

assumed. A new model was described whereby the result of each

test indicated one of three outcomes: no defects, one defect
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(which is identified) and more than one defect. A nested

testing procedure for this model and a method for findin"g -the

optimum parameters for this procedure was described. This

method yields the average number of tests for this procedure

in terms of the number of items N and the parameter p of

the binomial distribution.

F. M. J. WILLEMS

Backward Decoding for the Discrete Memoryless Multiple Access

Channel with Generalized Feedback

We introduce backward decoding as a method to obtain a simul­

taneous form of decoding if block Markov superposition encoding

is used. Applying these techniques we prove that for the d.m.

MAC (Xl x X2 ,P * (Y'Yl'Y2IXI'x2), Y x Y1 x Y2 ) in the generalized

feedback situation the region Rgf is achievable where

Rgf ~ {(R 1 ,R 2 ) RI = Rl2 + R11 , R2 = R21 + R22 '

O~R12SI(VI;Y2IX2'U), OSR 21 SI(V 2 ;Y 1 IX 1 ,U),

O~Rll s I(X 1 ;VIX 2 ,V I ,U),

Os R22 S.!(X 2 ;YIX I ,V 2 ,U),

R11 + R22 ~ I(X 1 ,X 2 ;YIV I ,V 2 ,U),

Rl2 +"R 21 + R11 + R22 s I(X I ,X 2 ;Y) for same

•

Finally by making substitutions in Rgf we demonstrate how var~

ious achievablility proofs.for the MAC and relay channel follow
~

from the above result.
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V.. A. ZINOVIEV

Egua1-Weight Codes and Maximal Packings

Let A(n,2ö,w) denote the maximal possible power of the binary

equal-weight code of length n, distance 26 and weight of code­

words w. It is known (Johnson upper bound):

One of the results is the following theorem.

Let q ."be a prime power such that q + 1 ~ w. Then for any 6,

1 :5 Ö :5 w, and n = q . w

- ö +1

This bound differs from the upper bound only by the multiplier

~.~ ... ~
w w w

Let w ~ ~ and nw qw· w, where qw is the smallest prime

power such that q + 1 ~ w. Then, if w - Ö + 1 ~ o(w 1/ 2 )

1im A(n w,2ö,w) ( w )/ ( n )ö-1 w-ö+1W-tCO

Berichterstatter: Jutta Pokorny

1.

                                   
                                                                                                       ©



                                   
                                                                                                       ©



- 1 -

Liste der Tagungsteilnehmer

R. Ahlswede
Deoartment of Mathematics
University of.Bielefeld

0-4800 Bielefeld 1
West· Gennany

M. R. Be s t
~ational Aerospace Laboratory NLR
P.O. Box 153

NL-8300 AO Emmeloord
The Nether1ands

T. Be t h
Informatik I, Universität Erlangen
Martensstr. 3

0-8520 Erlangen
West Gennany

K. Oe Bruyn
K.U. Leuven-Kandidatuurcentrum
Celestünenlaan 200A
8-3030 Heverl ee
Belgium

M. Burna~ev
Inst. for Probl. of Inf. Transmission
USSR Academy of Sciences
19 Enmolovoy str.
101447 Moscow
USSR

P. Camion
Centre National de 1a Recherche
Scientifique, Paris, lnst. National
de Recherche en lnf. et Automatique
INRIA, Le Chesnay
F-73 Roc~uencourt, France

N. Co t
Institut de Programmation
Universite de Paris VI
4, Place Jussieu
F-75230 Paris'- 5

France

B. Dorsch
Deutsche Forschungs-und Versuchsanstalt
für Luft- und Raumfahrt (DFVLR)

0-8031 Weßling
~Jes t Germany

G. Dueck
Department of Mathematics
University of Bielefeld

0-4800 Bielefeld
~~es t Ge rmany

T. Ericsen
Oep. E1 ec tri ca 1 Engi neeri ng
University ef Linköping

5-58183 Linkäping
5\veden

L. Györfi
Technical University of Budapest
Stoczek u. 2

H-lill -Budapest
Hun9ary

Y. Horibe
Department of Information Sciences
Faculty of Engineering
5hizuoka University
Hamamatsu, 432

Japan

                                   
                                                                                                       ©



- 2 -

I. Ingemarsson
Department of Electrical Engineering
University of Linköping
5-58183 Linköping
5weden

I. Kerekes
Technical University
Stoczek 2

H-1111 Budapest
Hungary

J. van Lint
Dep. of Mathematics and Computing Science
Eindhoven University of Technology
P.O. Box 513

Eindhoven, Netherlands

G. Longo
Istituto di Elettronica
Universita di Trieste

I - 34100 Trieste
Ita 1y

K. Marton
Mathematical Institute of the Hungarian
Academy of Sciences,
Realtanoda u. 13-15
H-1053 Budapest
Hungary

J . L .Ma 5 sey
Institut für Fernmeldetechnik
ITH- Zen trum

CH-8092 Zürich
5wi tzerland

E.C. van der Meulen
Department of Mathematics
K.U. Leuven, Celestijnenlaan 200B
B-3030 Heverlee
Belgium

T. Nemetz _
Mathematical Institute of the Hungari~

Academy of Sciences
Realtanoda u. 13-15
H-I053 Budapest
Hungary

A. Perez
Czechoslovak Academy of Sciences
Institute of Inf. Theory and Automation
Pod vodarenskou vezi 4
182 08 Prague 8

Czechoslovakia

J. Pokorny
USP Mathematisierung
University of Bielefeld
0-4800 Bielefeld 1

Wes t Ge rmany

K. Po s t
Department of Mathematics and
Computing Science
Eindhoven University of Technology,
Eindhoven, Netherlands

v.v. Prelov
Institute for Probl. of Inf. Transmission
USSR Academy of Sciences
19 Ermolovoy str.
10 1447 r~oscow

USSR

                                   
                                                                                                       ©



·e

- :3 -

C. Raas
Department of Mathematics
Delft University of Technology

Delft, Netherlands

J.P.M. Schalkwijk
Department of Electrical Engin"eering
Eindhoven University
P.O. Box 513
5600MB Eindhoven
Netherl ands

A. Sgarro
Istituto di Matematica and Istituto
di Elettrotecnica e d1 Elettronica
Universita degli Studt di Trieste
1-34 100 "Trieste
Italy

H. van Ti 1 borg
Dept." of Ma th. and Camp. S'ci ence
Eindhoven University of Technology

Eindhoven
Netherl ands

H. Vinck
Department of Electrical Engineering
Eindhoven Univer~ity of Technology
Eindhoven
Netherlands

H.-M. Wallmeier
Institute of Mathematical Economics(IMW)
University of Bielefeld

0-4800 Bielefeld 1

Wes t Ge rmany

F. Willems
K.U. Leuven, Dept. Wiskund~

Celestijnenlaan 200 B

B- 3030 Heverl ee
Belgium

J. Wo 1 f
Dept. of ,Electrical and Computer
Engineering
University of Massachusetts
Amherst, Massachusetts 01003

USA

L. ~~olters

. Department of Mathematics
University of Bielefeld

D-4800 Bielefeld 1

Wes t Germany

V.A. Zinoviev
lnst. for Probl. of Inf. Transmission
USSR Academy of Sciences
19 Ermolovoy str.
101447 Moscow
USSR

                                   
                                                                                                       ©



,.

                                   
                                                                                                       ©


